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Abstract. The erosional landscape of the Jojosi dongas in
KwaZulu-Natal, South Africa, exposes accretionary slope
deposits that preserve important geological and archaeologi-
cal information. This landscape was occupied by modern hu-
mans during the Stone Age for many thousands of years, as
evidenced by the presence of numerous stone artefacts on the
surface and interbedded within at least three phases of gully
cut-and-fill deposits. A contextualisation of the artefacts and
their role for human evolution in southern Africa, along with
developing an understanding of the environmental conditions
that shaped this inhabited landscape, is only made possible
by establishing a robust chronological framework.

Here, we use luminescence dating of feldspars to constrain
the geochronological framework for the sequence of accre-
tionary hillslope deposition at Jojosi at three sampling loca-
tions. Measurements of feldspar single grains show low lu-
minescence sensitivity of the individual grains and a vari-
able proportion of grains in saturation. Summing the lumi-
nescence signal of individual grains and creating synthetic

aliquots enables us to study the effect of signal averaging
on the luminescence sensitivity, signal saturation, and dose
distributions. We then compare the results from individual
grain measurements and synthetic aliquots to true multi-grain
aliquots. To allow a quantification of the results, we apply
four different dose models, including the Central Age Model
(CAM), the Average Dose Model (ADM), BayLum, and a
standardised growth curve (SGC) approach, using an aver-
aged Ln/Tn value interpolated onto the SGC. Doses calcu-
lated for the different samples range from ∼ 80 to ∼ 800 Gy
and contain 6 % to 67 % saturated grains. We evaluate the
performance of the different dose models over this range in
equivalent doses and relative number of saturated grains.

On average, we find good agreement between the results
obtained using the different dose models but observe that
samples with a large number of saturated grains impact the
consistency of the result. Overall, all dose models and data
sets give consistent results below a saturated grain threshold
of∼ 15 %, corresponding to a dose of∼ 120 Gy in this study.
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Finally, we favour BayLum for age calculations of the
single-grain and multi-grain aliquot data sets, representing
the opportunity to refine the chronology by including strati-
graphic information in the age calculations. We are able to es-
tablish a chronology for the three sampled sections within the
Jojosi dongas, constraining erosional and depositional pro-
cesses from∼ 100 to∼ 700 ka, and human occupation of the
area spanning from early marine isotope stage (MIS) 5 to late
MIS 6.

1 Introduction

Optically stimulated luminescence (OSL) dating is a widely
used geochronological technique to determine the last ex-
posure to sunlight of sediment prior to its deposition and
burial, and it is thus able to provide chronologies in archae-
ological and geological contexts (Huntley et al., 1985; Mur-
ray et al., 2021). We applied luminescence dating to strati-
fied sheetwash hillslope sediments exposed by “donga” inci-
sion, which is an isiZulu name for gully erosion features in
South Africa. Due to their widespread occurrence in central
KwaZulu-Natal and deep incision of the hillslope regolith
mantle, dongas are of geological and archaeological inter-
est within southern Africa (Poesen et al., 2003; Mararakanye
and Le Roux, 2012; Olivier et al., 2023). The Jojosi don-
gas located north of Nqutu in northern central KwaZulu-
Natal, South Africa (Fig. 1a, b), contain important geological
and archaeological archives (Botha, 1996). The complex ero-
sional landscape evolved through an accretionary succession
of gully cut-and-fill deposits that likely reflects variation in
landscape stability during the Late Pleistocene (Botha et al.,
1994; Botha, 1996; Will et al., 2024; see Fig. 1c). The Jojosi
catchment is dominated by distinctive dolerite-derived collu-
vium and interbedded palaeosols that have precluded direct
correlation with the sequence of colluvial sedimentary units
and palaeosols described from the Masotcheni Formation in
the surrounding region (Botha et al., 1994; Botha, 1996). The
temporal range of colluvial slope processes in the surround-
ing region has been constrained to the Late Pleistocene and
Holocene using luminescence dating by Li (1992), Li and
Wintle (1992), Clarke et al. (2003), Temme et al. (2008),
Lyons et al. (2013), and Colarossi et al. (2020).

The presence of numerous stone artefacts on the bases and
sidewalls of the gullies, along with rarer archaeological ma-
terial interbedded within colluvial sediments and palaeosols
exposed by the gully sidewalls, demonstrates the occupation
of this landscape by humans during the Stone Age for many
thousands of years (Will et al., 2024). The majority of the
surface material and the stratified stone artefacts derive from
the Middle Stone Age, the period during which Homo sapi-
ens evolved on the African continent. Relating these stone
tools to long-term hillslope processes, placing these occupa-
tions in the regional cultural stratigraphy and evaluating their

relevance for human evolution in southern Africa is only pos-
sible within a robust chronometric framework. A detailed in-
troduction to the geological and archaeological context of the
Jojosi dongas is published elsewhere (see Will et al., 2024).

OSL dating is the ideal technique to constrain the depo-
sitional age of the hillslope deposits at Jojosi, as it directly
dates the last exposure to sunlight of sheetwash-transported
sediment prior to burial, along with stone artefacts created
on the hillslope surface. Furthermore, by comparing differ-
ent luminescence signals and dose distributions for differ-
ent aliquot sizes, information can be gained on the nature of
the sediment studied (e.g. Duller, 2008). Quartz and feldspar
act as natural luminescence dosimeters and are ubiquitous in
most environments, with quartz often being preferred over
feldspar. Firstly, the quartz OSL signal resets faster during
exposure to sunlight (e.g. Godfrey-Smith et al., 1988), and,
secondly, feldspar luminescence signals exhibit an anoma-
lous loss of signal over time (fading; Wintle, 1973; Spooner,
1994), which leads to age underestimation if uncorrected.
However, methods exist which either allow correction for
fading (Huntley and Lamothe, 2001; Huntley, 2006; Kars et
al., 2008) or which circumvent fading (e.g. Thomsen et al.,
2008; Li and Li, 2011). Despite its advantages, quartz OSL
has limitations, i.e. earlier signal saturation limiting the age
range (e.g. Wintle and Murray, 2006; Buylaert et al., 2012)
or insufficient luminescence sensitivity (e.g. Rhodes, 2007;
Duller, 2008; Mineli et al., 2021). Feldspar, on the contrary,
has been shown to mostly exhibit bright luminescence sig-
nals (e.g. Baril and Huntley, 2003; Lamothe et al., 2012), al-
lowing its use in various geological contexts (e.g. Gliganic et
al., 2017; Sawakuchi et al., 2018) and for dating even very
young (tens of years to a few hundreds of years) samples
(e.g. Reimann et al., 2012; Riedesel et al., 2018; Buckland
et al., 2019). Combining both quartz and feldspar lumines-
cence enables cross-validation of the luminescence ages and
provide additional insights into signal resetting (e.g. Murray
et al., 2012; Colarossi et al., 2015, 2020). However, not all
geological settings allow such an inter-method comparison,
e.g. when the quartz OSL signal is saturated or when it has
insufficient luminescence sensitivity.

Here at this study site, we explore a situation where, (i) due
to source rock mineralogy (dolerite), quartz is scarce and
(ii) where the lack of any other datable material, such as vol-
canic ashes, charcoal, bone, or teeth, prevents us from es-
tablishing a chronology independent of luminescence ages.
We thus employ post-infrared infrared stimulated lumines-
cence (post-IR IRSL) dating of feldspars to establish a
chronology of the succession of colluvial deposits exposed
at Jojosi. We use means provided by the feldspar post-IR
IRSL measurements to enable an internal validation. (1) The
post-IR50 IRSL225 protocol (Thomsen et al., 2008; Buy-
laert et al., 2009) measures two consecutive luminescence
signals, i.e. the lower-temperature IRSL50 signal, and the
elevated-temperature post-IR IRSL225 signal. These two sig-
nals recorded using a single protocol enable us to explore two
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luminescence signals with different properties: the IRSL50
signal is reset more rapidly by sunlight (e.g. Buylaert et al.,
2012; Colarossi et al., 2015) but has also been shown to ex-
hibit larger fading rates compared to the post-IR IRSL225
signal (e.g. Thomsen et al., 2008). We use this to our advan-
tage to check for signs of incomplete resetting of the post-IR
IRSL225 signal (cf. Buylaert et al., 2013). (2) The sediments
at the Jojosi donga originate from erosion of weathered do-
lerite saprolite exposed upslope of the mid- to lower hillslope
sediment deposits that have been subject to polyphase ero-
sion and sedimentation after transport over short distances
of ∼ 50 to ∼ 300 m prior to burial. Consequently, it is as-
sumed that the luminescence signal in some of the sedi-
ment grains at Jojosi might not have been fully reset prior
to deposition and burial. We thus decide to measure single
grains of feldspar. Besides revealing the level of bleaching,
the single-grain equivalent dose distributions might also in-
form us about potential influences from beta dose rate het-
erogeneity (e.g. Nathan et al., 2003; Jankowski and Jacobs,
2018; Smedley et al., 2020). However, due to the low sen-
sitivity of the feldspar luminescence signal of our samples,
it is necessary to measure many single-grain discs to ob-
tain a sufficiently large data set for our single-grain analysis.
Whilst this is time-consuming, it also enables us to directly
compare equivalent dose distributions based on single grains
to those obtained from synthetic aliquots created from these
single grains using the Analyst software (see Duller, 2015).
(3) Furthermore, we measure small multi-grain aliquots of all
our samples to follow a more conventional approach. (4) Fi-
nally, we estimate the absorbed dose by applying four differ-
ent dose models: (i) the Central Age Model (CAM; Galbraith
et al., 1999), (ii) the Average Dose Model (ADM; Guérin et
al., 2017), (iii) BayLum (Philippe et al., 2019), and (iv) a
standardised growth curve (SGC; Roberts and Duller, 2004)
approach utilising the LnTn method (Li et al., 2017, 2020)
combined with the CAM. Comparing results obtained from
applying these different dose models will inform us about
(i) the impact of scatter in the dose distributions and (ii) the
effect of saturated grains on burial dose and age calculations.

2 Materials and methods

2.1 Sample collection and preparation

The samples were collected during field campaigns in 2022
and 2023 in the Jojosi donga system (Fig. 1) near Nqutu,
KwaZulu-Natal, South Africa, within the framework of a
combined geographical and archaeological study investigat-
ing Middle Stone Age open-air sites and the dynamics be-
tween changing landscapes and human activities (see Will et
al., 2024). The samples were either collected in opaque lu-
minescence sampling tubes by hammering the tubes into the
sediment sections exposed in donga sidewalls or by carving
out blocks from the exposed sections. Samples for dosime-
try were taken within the sediment surrounding the sampling

tubes, which account for variations in the sediment (i.e. grain
size) which might influence the gamma dose rate delivered to
the samples. Nine samples from three different sections were
selected for this study to address sites of palaeo-gully cut-
and-fill stratigraphic complexity (“Jojosi Triple Junction”)
and specific sites of archaeological interest (“Jojosi 1”, “Jo-
josi 5”) (Fig. 1).

The samples were prepared under subdued red-light con-
ditions in the Cologne Luminescence Laboratory (CLL; Uni-
versity of Cologne). Hydrochloric acid (HCl; 10 %) and hy-
drogen peroxide (H2O2; 10 %) were used to remove car-
bonates and organic material, respectively. Sodium oxalate
(Na2C2O4; 0.01 N) was used to disperse the sediment par-
ticles. After chemical treatment, the samples were sieved to
obtain the 200–250 µm grain size fraction. From this frac-
tion, K-feldspar-rich extracts were separated using a sodium
polytungstate solution at a density of 2.58 g cm−3.

For pre-tests, performed to determine the appropriate mea-
surement protocol, multi-grain aliquots (4 mm in diame-
ter) of the isolated K-feldspar fraction were mounted on
stainless-steel discs using silicone oil. For single-grain equiv-
alent dose determination, individual grains were brushed
into 300 µm holes of single-grain discs. To obtain multi-
grain equivalent dose distributions, feldspars were mounted
as 1 mm multi-grain aliquots (1 mm diameter, resulting in ap-
proximately <30 grains on a single disc; Duller, 2008) on
stainless-steel discs using silicone oil.

2.2 Luminescence instrumentation and measurement
conditions

2.2.1 Multi-grain measurements

Luminescence measurements were performed using several
Risø TL/OSL DA-20 readers (Bøtter-Jensen et al., 2010),
each equipped with a 90Sr/90Y beta source and IR LEDs op-
erating at 90 % power (∼ 145 mW cm−2 for classic head at
100 %;∼ 300 mW cm−2 for DASH at 100 %) at the CLL and
at Risø (Technical University of Denmark, DTU). The beta
sources were calibrated using Risø calibration quartz. The
CLL calculates the dose rate of the instruments by fitting a
regression line through multiple calibrations, with the instru-
ments being calibrated every 6 months. The dose rate of the
instruments at Risø are estimated by averaging the dose rate
over the past six calibrations, with a calibration performed
each month.

For multi-grain measurements, the feldspar luminescence
signal was detected through a combination of a 2 mm thick
Schott BG39 filter and a 3 mm thick Corning 7-59 filter or
BG3 filter, depending on the reader, allowing the transmis-
sion of the blue emission (∼ 410 nm; Huntley et al., 1991).
The single-aliquot regenerative (SAR) dose protocol (Mur-
ray and Wintle, 2000) was adapted for feldspars as post-
IR IRSL protocol (Thomsen et al., 2008). To decide on an
appropriate measurement protocol, a dose recovery preheat
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Figure 1. (a) Location of the study area in South Africa. (b) A map created from aerial photographs of the study area. (c–e) Photographs of
the sampled sediment sections: Jojosi Triple Junction (c), Jojosi 1 (d), and Jojosi 5 (e).

plateau test, a residual preheat plateau test, and a fading pre-
heat plateau test were performed on samples JOJO-85U and
JOJO-1-2 (Fig. 2). For these plateau tests, six different pre-
heat and post-IR IRSL stimulation temperature combinations
(post-IR IRSL temperature 25–30 °C< preheat temperature;
see Table S2 for details) were tested, using three aliquots
per combination. For the dose recovery test and the residual
dose measurements, the multi-grain aliquots were bleached
in a Hönle Sol2 solar simulator for 24 h. The multi-grain
aliquots used in the dose recovery test were given a dose

of 100 Gy. For dose recovery ratio calculations, the average
residual dose obtained for each temperature combination was
subtracted from the dose measured in the dose recovery test.
The dose recovery ratio was then calculated by dividing the
measured dose (residual-corrected) by the given dose. Based
on the results, the measurement protocol described in Table 1
was selected and used for equivalent dose measurements.
The chosen protocol was validated for all samples using a
dose recovery test, and all samples showed dose recovery
ratios within 10 % of unity. Fading was also measured for
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all samples using the protocol outlined in Table 1 and fol-
lowing the procedure by Auclair et al. (2003), with pauses
of 0, 1000, 10 000, and 100 000 s inserted between steps 2
and 3. The pauses of 0 and 10 000 s were repeated at the end
of the fading sequence to check for changes in sensitivity.
The measurements were reproducible to ±10 %. Obtained
fading rates are displayed in Fig. S3 for both luminescence
signals investigated. The IRSL50 signal shows fading rates
(g2 d) ranging from 0.3± 1.5 % per decade to 6.2± 1.1 %
per decade with an average (± standard error) fading rate of
2.9± 0.3 % per decade (n= 27). The post-IR IRSL225 signal
exhibits low fading rates overall, ranging from −0.6± 1.9 %
per decade to 3± 2 % per decade, with an average (± stan-
dard error) fading rate of 1.6± 0.2 % per decade (n= 27).
Obtained post-IR IRSL225 ages were not corrected for fad-
ing (see Roberts, 2012).

Multi-grain aliquot De measurements were made for all
samples, and at least 36 aliquots were measured for each
sample. To obtain a De from the luminescence signal, we
integrated the initial 10 s of the signal and subtracted the last
20 s as a background. Dose response curves were fitted us-
ing a single saturating exponential function, L/T = Imax (1
– exp (D/D0), where L/T is the normalised OSL signal, D
is the laboratory dose, and D0 is a curvature parameter), and
single-aliquot equivalent doses were accepted with recycling
ratios within 20 % of unity, with the relative test dose error
smaller than 20 %, and with a Tn signal 3 standard deviations
above the background. Using curve fitting and following ear-
lier studies (e.g. Heydari and Guérin, 2018; Chapot et al.,
2022; Arce-Chamorro and Guérin, 2024), we regard multi-
grain aliquots as saturated when the Ln/Tn ratio and/or the
sum of this ratio plus its uncertainty does not intercept the
dose response curve and thus lies above Imax. All multi-grain
aliquots which yield a finite dose±finite uncertainties are
regarded as not saturated in this study. For SGC determina-
tion, in addition to these acceptance criteria, only aliquots
which exhibited dose response curves with a reduced chi-
square value of the fit below 5 and a figure of merit of the fit
below 15 % were accepted (see Li et al., 2018).

2.2.2 Single-grain measurements

All single-grain measurements were performed on the same
Risø luminescence reader at the CLL, with the 90Sr/90Y
source delivering a dose rate of ∼ 0.074 Gy s−1. For single-
grain De determination, 12 to 25 single-grain discs (1200–
2500 grains) were measured for each sample following the
protocol outlined in Table 1 and by stimulating the individ-
ual grains using an IR (830 nm) 140 mW transistor–transistor
logic modulated laser (Bøtter-Jensen et al., 2003; Duller et
al., 2003). The stimulation time was adjusted for the single-
grain measurements (see Table 1). From the obtained single-
grain luminescence signal, the initial 0.2 s was used as a
signal for further analysis. It was background-corrected us-
ing the last 0.4 s. The feldspar luminescence signal was de-

Table 1. Post-IR IRSL225 measurement protocol used for feldspar
measurements. Stimulation times were adjusted for SG measure-
ments (given in parentheses) due to the increased power density of
the stimulation light at the sample position (see text for details).

Step Treatment Observed

1 Beta dose
2 Preheat 250 °C, 60 s
3 IRSL 50 °C, 200 s (2 s for SG)
4 Post-IR IRSL at 225 °C, 300 s (3 s for SG) Lx
5 Test dose∗

6 Preheat 250 °C, 60 s
7 IRSL 50 °C, 200 s (2 s for SG)
8 Post-IR IRSL at 225 °C, 300 s (3 s for SG) Tx

∗ For De measurements a test dose of 40 Gy was used for all samples, except for the
two oldest samples (JOJO-TRPL-1 and JOJO-TRPL-2), where a test dose of 75 Gy
was used.

tected through a combination of a 2 mm thick Schott BG39
filter and a 3 mm thick Corning 7-59 filter, transmitting at
∼ 410 nm (Huntley et al., 1991). For De determination, the
initial 0.2 s was used as signal and the last 0.4 s was sub-
tracted as background.

A single saturating exponential function (similar to that
used for multi-grain aliquots; see previous paragraph) was
used to fit Lx/Tx values obtained for single grains. The defi-
nition of saturation follows the one described for multi-grain
aliquots; thus we regard grains as saturated when the Ln/Tn
ratio and/or the sum of this ratio plus its uncertainty lies
above Imax. All grains which yield a finite dose±finite un-
certainties are regarded as not saturated. Single grains were
accepted when the relative test dose error was smaller than
20 % and their Tn signal was 3 standard deviations above
background. No recycling ratio could be obtained due to the
spatial dose non-uniformity of the beta source and the re-
sulting uneven delivery of beta radiation to the single-grain
discs, with a coefficient of variation in dose across the disc of
11.5 %. The doses administered were corrected for this spa-
tial dose non-uniformity of the beta source following Lapp
et al. (2012) by using correction factors based on GAFChro-
nomic Dosimetry Medium measurements and the correction
software (CorrSGbin) provided by Risø. For the SGC, ad-
ditional rejection criteria (reduced chi-square below 5 and
figure of merit below 15 %; Li et al., 2018) were used.

2.3 Dose rate determination

To estimate the external dose rate, uranium (U), thorium
(Th), and potassium (K) contents were determined by high-
resolution gamma spectrometry. Approximately 200 g of
dried, homogenised sediment was stored in an airtight box,
filled to maximum capacity, for at least 4 weeks to com-
pensate for radon loss induced by sample preparation, be-
fore measurement with an Ortec Profile MSeries GEM Coax-
ial P-type high-precision Germanium Gamma-Ray detector.

https://doi.org/10.5194/gchron-7-59-2025 Geochronology, 7, 59–81, 2025



64 S. Riedesel et al.: Single-grain and multi-grain aliquot luminescence dating of feldspars

Figure 2. Results of preheat plateau tests performed on samples JOJO-1-2 and JOJO-85U using multi-grain aliquots. Panels (a) and (d)
show the results of the dose recovery preheat plateau test (given dose: 100 Gy; sample-specific average residuals subtracted), panels (b)
and (e) show the results of the residual preheat plateau test, and panels (c) and (f) show the results of the fading preheat plateau test. Five
temperatures were tested, with the preheat temperatures of 20 °C, 25 °C, or 30 °C > the post-IR IRSL temperature (see details in Table S2).
The selected temperature combination is highlighted in grey, and the protocol is given in Table 1.

The gamma spectrometers at the CLL are calibrated at least
every 3 months. 60Co and 152Eu standards are used for the
energy calibration, and a Nussi sediment standard (Preusser
and Kasper, 2001) is used for efficiency calibrations, with
the measurement results being compared to the updated con-
centrations determined by Murray et al. (2018). The gamma
samples in this study were measured for 200 000 s. Peak se-

lection for activity calculations included the following peaks:
232Th decay series of 338, 911, 969, 239, and 583 keV; 238U
decay series of 295, 352, 609, and 1765 keV; and 40K of
1461 keV.

The internal K-concentration was determined using a Risø
GM beta multicounter system (Bøtter-Jensen and Mejdahl,
1985). The counting rates (48 h) of two subsamples of the
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K-feldspar separates from all nine samples were compared
to the counting rates obtained for a K-feldspar standard (FK-
N; Govindaraju, 1995) as the basis for the K-concentration
determination. The average± standard deviation of the two
measurements per sample (see Table 2) was used for inter-
nal dose rate calculations. Since the obtained values are sur-
prisingly low (<2 % K2O), we performed additional single-
grain K2O-concentration measurements using a JEOL JXA-
8900RL electron microprobe housed at the Institute of Ge-
ology and Mineralogy (University of Cologne). To deter-
mine the K2O-concentration of individual grains and link
it to the luminescence emitted, the grains from a single-
grain disc were embedded in epoxy and polished following
the procedure outlined by Maßon et al. (2024). A total of
45 grains were analysed for their mineral chemistry, the re-
sults of which are provided in Supplement Table S1a and
b. The internal K2O-concentration of the luminescent grains
(divided into grains emitting IRSL50 only, post-IR IRSL225
only, and both signals) can be found in Fig. S1 in the Supple-
ment. Theoretically and based on weight percentage calcula-
tion following stoichiometry, for alkali feldspars, one would
expect to see K2O contents ranging from 0 wt % to 16.9 wt %.
Measurements of the K2O-concentration of feldspar single
grains from Jojosi sediments revealed a low average (± stan-
dard error, ndatapoints = 135, ngrains = 45) of 2.1± 0.4 wt %,
despite this entire range being present in the data (min= 0,
max= 16.2 wt %). Figure S1a also shows that IRSL50, post-
IR IRSL225, and non-emitting grains exhibit this range. From
the 45 grains measured, 35 grains did not have a single mea-
surement point with K2O-concentration >3 wt %. Thus, de-
spite the wide range of K2O-concentrations found, the micro-
probe results support the low bulk K-contents determined us-
ing a beta counter, so the results obtained through beta count-
ing are used for dose rate calculations.

Dose rate and age calculations were performed using
DRAC (Durcan et al., 2015). For samples JOJO-TRPL-2
and JOJO-TRPL-3, a user-defined gamma dose rate was cal-
culated using the scale_GammaDose function (Riedesel et
al., 2023) available in the R Luminescence package to ac-
count for variations in gamma dose rate between layers in-
fluencing these two luminescence samples. To convert U,
Th, and K contents into dose rates, dose rate conversion fac-
tors of Guérin et al. (2011) were used. Alpha and beta grain
size attenuation factors were applied, following Bell (1980)
and Guérin et al. (2012), respectively. For coarse-grained
feldspars, an alpha efficiency of 0.11± 0.03 (Balescu and
Lamothe, 1993) was assumed. The cosmic dose rate was cal-
culated according to Prescott and Hutton (1994). For all lu-
minescence and dosimetry samples, the water content was
determined by weighing the freshly collected wet sample and
comparing this weight to its weight after drying the sediment
for 2 d at 45 °C. The average water content± standard er-
ror of all measurements is 15 %± 2 %. However, to account
for unknown but realistic fluctuations in water content in the
past, a water content of 15 %± 5 % was used for all samples.

Information on U, Th, and K contents and total dose rates are
given in Table 2.

3 Dose distributions and dose models in
luminescence dating

Over the past 3 decades, different statistical models have
been developed or were adapted for application to De distri-
butions (e.g. Galbraith et al., 1999; Bailey and Arnold, 2006;
Arnold et al., 2009; Guérin et al., 2017). The De distribu-
tion measured for a sample is affected by multiple of fac-
tors, for example, remnant doses in the grains, due to incom-
plete resetting during previous transport and at deposition,
or post-depositional factors, such as beta dose heterogeneity.
Depending on the shape of the obtained equivalent dose dis-
tribution, different dose models can and should be selected
for dose calculations. Various attempts have been made to
assist in deciding on the appropriate dose model for the ob-
tained De distribution (e.g. Bailey and Arnold, 2006; Gal-
braith and Roberts, 2012; Thomsen et al., 2016). However,
the choice of an appropriate dose model remains challeng-
ing and complex, further complicated by the development of
new statistical approaches for evaluating luminescence dose
information (e.g. Philippe et al., 2019; Li et al., 2024).

Different dose models exist, which can be grouped as
follows: (i) dose models which do not account for uncer-
tainties on individual equivalent doses when calculating the
burial dose of the sample (e.g. Clarke, 1996; Fuchs and
Lang, 2001); (ii) dose models which incorporate the un-
certainties (e.g. Galbraith et al., 1999; Guérin et al., 2017);
and (iii) Bayesian models, which may include information
beyond individual dose values and their uncertainties (e.g.
Philippe et al., 2019; Li et al., 2024).

In the following, we will focus on the description and ap-
plication of selected models from groups (ii) and (iii); we
will refer to the models selected from group (ii) as frequen-
tist approaches, and we will refer to those from group (iii) as
Bayesian hierarchical approaches (following the terminology
introduced by Philippe et al., 2019).

There are many differences between these two approaches;
however, regarding the focus of this work, the crucial differ-
ence is that frequentist approaches require the distribution to
contain parameterised De values in the form x± y, where
both x and y are finite values. Conversely, the Bayesian hi-
erarchical approaches mentioned above allow the presence
of non-parameterised De values within the measured popu-
lations.

Here we compare the results obtained by applying the
CAM (Galbraith et al., 1999) and the ADM (Guérin et al.,
2017), both frequentist approaches, to our data sets. Guérin
et al. (2017) detail the differences between the CAM and the
ADM, and here we highlight some main differences between
the two models: (i) the CAM calculates the most representa-
tive dose for a given distribution by taking the median of a
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Table 2. Details regarding the samples, the measured radionuclide concentrations determined using gamma spectrometry, the internal K
content measured using beta counting (see Bøtter-Jensen and Mejdahl, 1985), and the calculated environmental dose rates. A water content
of 15 %± 5 % was used for all samples. The environmental dose rates were calculated using DRAC (Durcan et al., 2015). Depths are given
as vertical depth from the surface of the gully walls, measured with a laser distometer.

Sample ID Profile Depth U Th K Internal K Environmental dose
(m) (ppm) (ppm) (%) (%) rate (Gy ka−1)

Profile Jojosi 1

JOJO-1-1 Jojosi 1 3.65 0.48± 0.04 2.66± 0.19 0.298± 0.009 0.74± 0.06 0.74± 0.03

JOJO-1-2 Jojosi 1 2.00 0.42± 0.03 2.48± 0.18 0.288± 0.009 0.76± 0.13 0.74± 0.03

JOJO-1-3 Jojosi 1 0.65 0.46± 0.03 2.65± 0.19 0.280± 0.008 0.90± 0.02 0.81± 0.03

Profile Jojosi 5

JOJO-85U Jojosi 5 2.00 0.39± 0.03 1.97± 0.14 0.283± 0.008 2.11± 0.09 0.80± 0.03

JOJO-5-4 Jojosi 5 0.60 0.39± 0.03 2.29± 0.17 0.290± 0.009 0.87± 0.03 0.78± 0.03

JOJO-5-5 Jojosi 5 0.35 0.41± 0.03 2.34± 0.17 0.282± 0.009 0.96± 0.07 0.81± 0.04

Profile Jojosi Triple Junction

JOJO-TRPL-1 Triple Junction 1.20 0.41± 0.03 2.85± 0.20 0.445± 0.012 0.72± 0.02 0.92± 0.04

JOJO-TRPL-2AB∗ Triple Junction Layer above JOJO-TRPL-2 0.33± 0.03 2.26± 0.16 0.242± 0.007 NA NA

JOJO-TRPL-2 Triple Junction 3.50. Distance to top boundary:
7 cm; distance to lower bound-
ary: 15 cm

0.31± 0.02 1.49± 0.11 0.24± 0.01 1.15± 0.10 0.60± 0.03

JOJO-TRPL-2BE∗ Triple Junction Layer below JOJO-TRPL-2 0.40± 0.03 2.77± 0.20 0.340± 0.010 NA NA

JOJO-TRPL-3AB∗ Triple Junction Layer above JOJO-TRPL-3 0.48± 0.04 3.45± 0.25 0.365± 0.011 NA NA

JOJO-TRPL-3 Triple Junction 4.37. Distance to layer bound-
ary: 5 cm

0.43± 0.03 2.68± 0.19 0.361± 0.011 1.71± 0.01 0.82± 0.04

∗ The samples JOJO-TRPL-2AB, JOJO-TRPL-2BE, and JOJO-TRPL-3AB were only used to calculate the gamma dose rate delivered to luminescence samples JOJO-TRPL-2 and JOJO-TRPL-3; thus no
environmental dose rate was calculated for these samples. This is indicated in the table as NA.

lognormal distribution (which is calculated as the weighted
geometric mean), whereas the ADM calculates the weighted
arithmetic mean of the same lognormal distribution; (ii) the
CAM treats the overdispersion of a sample as measurement
uncertainty (so that it is included in the weighting of each
estimate), whereas, in contrast, the ADM only treats the in-
trinsic overdispersion (i.e. the dispersion arising in a dose
recovery test) as measurement uncertainty (so that extrinsic
overdispersion is not included in the weight ofDe estimates).
The rationale behind the ADM is that extrinsic overdisper-
sion is modelled as arising from dose rate variability, rather
than an experimental factor. To be able to use frequentist
approaches, single grains or multi-grain aliquots with nor-
malised luminescence signals (Ln/Tn values) and/or their
uncertainties not intercepting the dose response curve need
to be excluded because no finite dose and/or uncertainty val-
ues can be provided.

There is a possibility of using frequentist approaches, such
as the CAM, despite having Ln/Tn values and/or their uncer-
tainties above the maximum asymptote of the dose response
curve (Imax): a standardised growth curve (SGC; Roberts and
Duller, 2004; Li et al., 2015a, b), combined with a frequen-
tist approach applied to a distribution of Ln/Tn values (Li
et al., 2017, 2020) instead of a distribution of De values,
might be a possibility. The SGC LnTn approach is based
on the establishment of an SGC. The CAM is then applied

to all Ln/Tn values (renormalised according to the SGC) of
grains/multi-grain aliquots that passed the acceptance crite-
ria, and the obtained central Ln/Tn (with uncertainties) is
projected onto the SGC. The corresponding x values inform
us about the dose of the sample. This makes it possible to
include all Ln/Tn values in the calculation, even those of sat-
urated grains. However, this can only be used if a sufficient
part of the Ln/Tn distribution is below Imax. Otherwise, the
resulting dose is either infinite or has an infinite upper uncer-
tainty.

Bayesian hierarchical approaches, such as BayLum, have
been developed to enable a more holistic view on lumines-
cence dose and age calculations, and they enable the in-
clusion of grains/multi-grain aliquots for dose calculations,
which have Ln/Tn values above Imax. For such aliquots, de-
spite not resulting in finite De values, their inclusion in the
population has been shown to greatly extend the knowledge
one can gain for a given luminescence sample by further
extending the range of measurable doses (e.g. Heydari and
Guérin, 2018; Arce-Chamorro and Guérin, 2024). Indeed, in
BayLum, all aliquots from one sample belong to one popula-
tion with a common central dose, so even poorly informative
aliquots elicit information.

For this study, we decided to evaluate and compare the use
of two frequentist approaches (CAM and ADM), the SGC
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LnTn method combined with the CAM, and one Bayesian
hierarchical model (BayLum).

4 Results

4.1 Single-grain dose distributions

The geomorphological environment at Jojosi was expected to
result in partial bleaching of the luminescence signals, likely
due to short sheetwash transport distances between source
and sink and because of rapid erosion and transport. We thus
regarded single-grain measurements as the most appropriate
means of measurement for the luminescence samples pre-
sented in this study.

Contrary to quartz, a large number (∼ 30 %–60 %) of indi-
vidual grains of K-rich feldspar usually give detectable lumi-
nescence signals (e.g. Li et al., 2011, Reimann et al., 2012).
Unfortunately, at Jojosi, only 6± 1 % (nmeasured = 16700) of
the grains measured gave detectable luminescence signals in
the case of the post-IR IRSL225 signal and 20± 3 % in the
case of the IRSL50 signal (measured as part of the post-IR
IRSL225 protocol; see Table 1). Table 3 shows the total num-
ber of grains measured, the number of accepted grains, and
the number of grains where the natural signal appeared to
be in saturation for the IRSL50 and post-IR IRSL225 signals,
respectively.

We determined single-grain equivalent doses for all nine
samples. To assess the appropriateness of our measurement
protocol, we also performed two single-grain dose recov-
ery tests (samples JOJO-1-3 and JOJO-85U) with a given
dose of 100 Gy (see Fig. S7). The single-grain dose re-
covery test dose distributions exhibit overdispersion values
of 20± 2 % (naccepted = 221) and 12± 4 % (naccepted = 350)
for the IRSL50 signal and of 21± 4 % (naccepted = 58) and
11± 3 % (naccepted = 74) for the post-IR IRSL225 signal for
JOJO-1-3 and JOJO-85U, respectively. The relative overdis-
persion determined in these single-grain dose recovery tests
is lower than that obtained for the natural De distribu-
tions, where the overdispersion ranges from 34± 2 % (JOJO-
TRPL-1, CAM De = 418.8± 10.6 Gy, based on n= 263)
to 57± 3 % (JOJO-5-5, CAM De = 79.3± 3.3 Gy, based on
n= 220) for the IRSL50 and from 26± 7 % (JOJO-TRPL-2,
CAM De = 181.9±12.7 Gy, based on n= 31) to 74± 8 %
(JOJO-5-5, CAM De = 88.1± 9.5 Gy, based on n= 54) in
the case of the post-IR IRSL225 signal (see Table 4). How-
ever, the natural dose distributions all appear log-normally
distributed and do not show a prominent leading edge, as is
expected for partially bleached samples (e.g. Reimann et al.,
2012). Examples of the dose distributions obtained for one
of the younger samples (JOJO-1-1) and the oldest sample
(JOJO-TRPL-1) are shown in Fig. S6.

The single-grain measurements of all samples show differ-
ences in the relative number of saturated grains. In Table 3,
the relative proportion of saturated grains is given as the per-
centage of the total number of accepted grains and is denoted

as nsat. nsat ranges from 0.7 % to 36 % for the IRSL50 sig-
nal and from 6.3 % to 67 % for the post-IR IRSL225 signal
(see Table 3). The relative number of saturated grains sys-
tematically increases with the size of the single-grain CAM
dose, except for sample JOJO-TRPL-3, where the number of
saturated grains is too low to fit the trend of the other samples
(Fig. S13). Neither the geomorphological setting of the sam-
ple (see Fig. 1c) nor the luminescence characteristics, such
as the fading rate (Fig. S3b) or the curvature (expressed as
D0) of the dose response curve (Fig. S8a), indicate any dif-
ferences to the other samples. The two oldest samples, JOJO-
TRPL-1 and JOJO-TRPL-2, exhibit the largest relative num-
ber of saturated grains for the post-IR IRSL225 signal, with
67 % and 48 % of the grains in saturation, respectively. This
indicates that both samples are close to or possibly beyond
the upper limit of feldspar luminescence dating in this area.

Buylaert et al. (2013) used the differential bleaching rates
between the first and second IRSL measurement in the post-
IR IRSL measurement protocol to identify samples suffer-
ing from significant incomplete bleaching. We use the same
approach in Fig. 3a and b, where we plot the single-grain
IRSL50 doses against the corresponding post-IR IRSL225
doses. Due to higher fading of the IRSL50 signal, compared
to the post-IR IRSL225 signal, we expect to see a curving
relationship below the 1 : 1 line. However, Fig. 3a shows
scattering of the doses around the 1 : 1 line, with an average
IRSL50/post-IR IRSL225 De ratio of 0.89± 0.02. To show a
clearer picture of the IRSL50/post-IR IRSL225 ratio, we plot-
ted this for the most precise grains (grain with uncertainties
on theDe values<20 %) in Fig. 3c. The ratio for these grains
is 0.85± 0.03. From fading tests performed on all samples
(see Fig. S3b), we know that the IRSL50 fades more com-
pared to the post-IR IRSL225 signal. Fading-correcting the
individual equivalent doses in Fig. 3c following the relation-
ship presented by Thomsen et al. (2008) results in a fading-
corrected IRSL50 to post-IR IRSL225 ratio of 1.16± 0.04.
We thus interpret the underestimation of the IRSL50 doses as
being caused by increased fading of the IRSL50 signal, rather
than incomplete bleaching of the post-IR IRSL225 signal.

4.2 Multi-grain aliquot dose distributions

The low yield of luminescent single grains (Table 3) makes
single-grain measurements very time- and labour-intensive.
Since no incomplete resetting could be detected on the
single-grain level, we tested the applicability of measuring
multi-grain aliquots of all nine samples. Measuring multi-
grain aliquots should decrease the time needed to acquire a
sufficiently large data set. Multi-grain De distributions are
shown alongside single-grain De distributions in Fig. S6 for
samples JOJO-1-1 and JOJO-TRPL-1 for the IRSL50 and
post-IR IRSL225 signal, respectively.
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Table 3. Overview of single grains measured (nmeasured), those accepted for equivalent dose calculations (naccepted), and the number of
saturated grains (nsat). Grains were accepted when the uncertainty on the natural test dose response (Tn) was less than 20 % and the Tn
signal was 3 standard deviations above background. The relative number of accepted grains is calculated in relation to the total number of
grains measured and is given in parenthesis behind the absolute numbers. Saturated grains are all included in the accepted grains, and their
percentage is calculated from the total number of accepted grains.

Sample ID Luminescence signal nmeasured naccepted (%) nsat (%)

Profile Jojosi 1

JOJO-1-1 IRSL50 2400 225 (9.4 %) 3 (1.3 %)
Post-IR IRSL225 2400 64 (2.7 %) 4 (6.3 %)

JOJO-1-2 IRSL50 2800 320 (11.4 %) 4 (1.3 %)
Post-IR IRSL225 2800 75 (2.7 %) 6 (8.0 %)

JOJO-1-3 IRSL50 2100 293 (14 %) 2 (0.7 %)
Post-IR IRSL225 2100 72 (3.4 %) 6 (8.3 %)

Profile Jojosi 5

JOJO-85U IRSL50 1300 514 (41.6 %) 4 (0.7 %)
Post-IR IRSL225 1300 147 (11.3 %) 24 (16.3 %)

JOJO-5-4 IRSL50 1800 377 (20.9 %) 28 (7.4 %)
Post-IR IRSL225 1800 83 (4.6 %) 7 (8.4 %)

JOJO-5-5 IRSL50 1700 222 (13.1 %) 2 (0.9 %)
Post-IR IRSL225 1700 59 (3.5 %) 5 (8.5 %)

Profile Jojosi Triple Junction

JOJO-TRPL-1 IRSL50 1800 424 (23.6%) 153 (36.1 %)
Post-IR IRSL225 1800 113 (6.3 %) 76 (66.7 %)

JOJO-TRPL-2 IRSL50 1600 321 (20.1 %) 32 (10 %)
Post-IR IRSL225 1600 65 (4.1 %) 31 (47.7 %)

JOJO-TRPL-3 IRSL50 1200 349 (29.1 %) 3 (0.9 %)
Post-IR IRSL225 1200 69 (5.8 %) 9 (13.0 %)

Similarly to the distributions obtained for single grains, the
multi-grain distributions appear to be log-normal distributed,
with a few outliers and no prominent leading edge. The rel-
ative overdispersion ranges from 12± 2 % (JOJO-1-2, CAM
De = 73.7± 1.6 Gy, based on n= 37) to 47± 6 % (JOJO-
TRPL-2, CAM De = 125.9± 9.8 Gy, based on n= 36) for
the IRSL50 signal of multi-grain aliquots and from 14± 5 %
(JOJO-85U, CAM De = 142.6± 14.8 Gy, based on n= 33)
to 40± 8 % (JOJO-5-5, CAMDe = 117.4±5.4 Gy, based on

n= 28) for the post-IR IRSL225 signal (see Table 4). As ex-
pected, the multi-grain data show less scatter compared to the
single-grain data sets, indicating the effect of averaging of
the luminescence signals. Interestingly, only four of the nine
samples measured exhibited saturated multi-grain aliquots
for the post-IR IRSL225 signal (JOJO-85U, JOJO-TRPL-1,
JOJO-TRPL-2, JOJO-TRPL-3), whilst the single-grain data
sets of all samples contained saturated grains.
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Figure 3. (a) Scatter plot of post-IR IRSL225 doses compared to IRSL50 doses obtained for single grains of all samples. Here the results
of single grains of all samples are shown, which passed the acceptance criteria in case of both signals and which yielded finite equivalent
doses. The shaded rectangle shows the region of the plot highlighted in panel (b). (c) Ratios of IRSL50 doses divided by post-IR IRSL225
doses dependent on the size of the post-IR IRSL225 dose calculated for data points displayed in panel (a), which have individual equivalent
dose uncertainties <20 %. We chose to limit the display to those grains with the most accurate equivalent doses. The grey points show ratios
obtained by dividing the fading-corrected IRSL50 De values by the post-IR IRSL225 De values (following Thomsen et al., 2008).

4.3 Synthetic aliquot dose distributions

To further investigate the differences in relative saturation of
the single-grain and multi-grain aliquot data, we summed the
luminescence of all single grains on a given single-grain disc
to create so-called synthetic aliquots. This was done by us-
ing the “sum all grains” function available in the Analyst
program (Duller, 2015). We accumulated synthetic aliquot
data for 12 to 28 discs, with the exact number of measured
discs per sample given in Table 3 and results given in Ta-
ble 4. It should be noted that the stimulation time and in-
tensity differ for these measurements, compared to multi-
grain aliquot measurements. Furthermore, here we summed

the luminescence signal of potentially 100 grains, whereas,
for small multi-grain aliquots, we roughly summed the signal
of approximately 30 grains, as suggested by Duller (2008).
The results are displayed for two samples in Fig. S6. Rel-
ative overdispersion values range from 13± 3 % (JOJO-1-
3, CAM De= 80.6± 2.6 Gy, based on n= 20) to 24± 5 %
(JOJO-85U, CAMDe = 97.5± 6.7 Gy, based on n= 13) for
the IRSL50 signal and from 14± 5 % (JOJO-85U, CAM
De = 114.6± 4.5 Gy, based on n= 10) to 40± 8 % (JOJO-
5-5, CAM De = 88.07± 9.46 Gy, based on n= 10) for the
post-IR IRSL225 signal. Note: no synthetic aliquot data are
available for the post-IR IRSL225 signal of sample JOJO-
TRPL-1 because only a single synthetic aliquot passed the
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acceptance criteria while also giving a finite Ln/Tn value
and dose. Due to the difference in number of samples ex-
hibiting saturation on the single-grain level compared to the
multi-grain level, we also checked the synthetic aliquot data
sets for saturation. Here, five samples contained saturated
aliquots. This includes sample JOJO-5-4 and all four sam-
ples which also showed saturated multi-grain aliquots. As
with single grains, JOJO-TRPL-1 contains the most saturated
multi-grain and synthetic aliquots. For four samples (JOJO-
1-1, JOJO-1-2, JOJO-1-3, and JOJO-5-5), it is interesting to
note that, despite containing saturated grains, all synthetic
aliquots gave finite equivalent doses.

4.4 Equivalent dose calculations

Due to the large range of equivalent doses and various
amounts of saturated grains/multi-grain aliquots obtained for
the different samples, we tested up to four different dose
models on the different data sets (single grains, synthetic
aliquots, and multi-grain aliquots). In the following, we fo-
cus on the post-IR IRSL225 signal only. The different dose
models will not be evaluated for the IRSL50 signal, primar-
ily because the IRSL50 signal exhibits a larger signal loss
due to fading; thus we considered the dose model evaluation
to be more robust for a low-fading exhibiting luminescence
signal. Furthermore, our comparison of IRSL50 and post-IR
IRSL225 doses revealed that the post-IR IRSL225 signal had
been reset sufficiently prior to burial. However, IRSL50 ages
are calculated using BayLum, and the results are presented
in the Supplement (see Fig. S15).

Details regarding the use of the four selected dose mod-
els are given in the Supplement (i.e. the size of the intrinsic
over-dispersion σm used in ADM calculations, convergence
criteria for BayLum, and SGC validation). For the synthetic
aliquots, only the frequentist approaches (CAM and ADM)
were tested. We also tested the Minimum Age Model (Gal-
braith et al., 1999; the logged three-parameter version) on the
single-grain data sets. However, the shape of the dose distri-
butions already indicated that minimum age modelling might
be inappropriate. Furthermore, tests revealed that p0 values
(an indicator of the percentage of grains of the full distri-
bution included in the MAM calculation) were low (<2 %),
indicating the model as unsuitable for our samples. Thus, the
MAM results are not discussed further. The results of the dif-
ferent dose model calculations for the three data sets investi-
gated are given in Table 4. Figure 4 visualises the comparison
of the different dose models applied to the three data sets.

Comparing CAM and ADM for multi-grain and single-
grain data sets, as well as for synthetic aliquots, reveals
good agreement between these two frequentist approaches
for the entire dose range from ∼ 80 to ∼ 800 Gy (Fig. 4a).
For the multi-grain data set, the ratio of CAM/ADM is
0.96± 0.02 (n= 9), for synthetic aliquots it is 0.97± 0.010
(n= 8), and for single grains it is 0.92± 0.02 (n= 9), with
JOJO-5-5 (0.77± 0.11) causing the underestimation of this

ratio due to a few grains with very high doses. These ra-
tios indicate smaller CAM doses compared to ADM doses,
with the ratio being smallest for the single-grain data set.
If the outlier (JOJO-5-5) is excluded from the single-grain
CAM/ADM ratio calculations, then the ratio of CAM/ADM
is 0.94± 0.010. This systematic difference is expected be-
cause the average of a lognormal distribution is always
greater than (or equal to) its median, and the difference be-
tween these values increases when the dispersion increases.

If we compare the single-grain ADM doses with multi-
grain ADM doses, we find that the single-grain doses un-
derestimate the multi-grain doses by about 15 % (ratio of
0.83± 0.07, n= 9). Similar underestimations have been re-
ported for quartz measurements (e.g. Guérin et al., 2015;
Thomsen et al., 2016; Singh et al., 2017). For quartz, it has
been shown that this underestimation can at least partly be
caused by saturation effects and can be significantly reduced
by excluding grains not able to measure the absorbed dose
accurately (i.e. grains with D0 values smaller than the ab-
sorbed dose, e.g. Thomsen et al., 2016). Thus, we tested if
excluding grains of certain D0 thresholds affects the CAM
and ADM doses for the single-grain data set of all samples,
but we could not find any effect on the doses calculated. D0
threshold filtering results in the exclusion of some of the sat-
urated grains, indicating that saturation of individual grains
results from early saturation of the corresponding dose re-
sponse curves (Figs. S10–S12). Nevertheless, since the D0
filter had no effect on the CAM and ADM doses, we did not
apply this additional rejection criterion. The ratio between
the synthetic aliquot ADM doses and the multi-grain ADM
doses is 0.95± 0.05 (n= 8; no synthetic aliquot data could
be generated for sample JOJO-TRPL-1; Table 4)

Comparing ADM doses to BayLum doses shows that,
when using multi-grain aliquots, BayLum and ADM re-
sults agree on average (BayLum/ADM ratio= 0.99± 0.03,
n= 9), despite a large deviation in the BayLum/ADM ratio
in the case of the oldest sample, JOJO-TRPL-1 (0.75± 0.04).
For single grains, ADM doses systematically underestimate
BayLum doses (1.23± 0.10, n= 9), with ADM and BayLum
doses being consistent until the proportion of saturated grains
exceeds ∼ 9 %. If we use the SGC LnTn approach on the
multi-grain data set and compare it to the ADM results, the
ratio to ADM doses is 0.89± 0.03 (n= 9). For single grains,
the SGC LnTn to ADM ratio is 1.15± 0.13 (n= 9). Espe-
cially large deviations are visible for samples JOJO-TRPL-1
and JOJO-TRPL-2.

BayLum and the SGC LnTn approach both allow the in-
clusion of saturated grains. Comparing these two models
(Fig. 4g, h) reveals SGCLnTn/BayLum ratios of 1.11± 0.06
(n= 9) and 1.01± 0.05 (n= 9) for single grains and multi-
grain aliquots, respectively. The deviation is larger for sin-
gle grains, largely because of sample JOJO-TRPL-1. For this
sample, no uncertainties could be calculated for the SGC
LnTn approach due to the CAM LnTn uncertainties not inter-
cepting the SGC. For multi-grain aliquots, these two models
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yield relatively consistent results, with JOJO-TRPL-1 show-
ing the largest deviation with a ratio of 0.72± 0.07.

On average, for multi-grain aliquots, all dose models result
in burial doses in agreement with each other, indicating the
suitability of all dose models tested. For single grains, how-
ever, the different dose models predict very different burial
doses as the relative number of saturated grains increases.
The higher the relative number of saturated grains (i.e. the
larger the burial dose), the larger the deviations (see e.g.
JOJO-TRPL-1, which has 67 % of its accepted grains in sat-
uration).

5 Discussion

The present study aims at constraining the depositional ages
of sediment accretion exposed in the Jojosi dongas. These
findings are important, as they provide a robust chronology
for further archaeological interpretation of the stratigraphic
context of artefacts found at Jojosi and contextualise the ge-
omorphological and palaeoclimatic conditions under which
successive phases of gully cut-and-fill occurred, leading to
the sheetwash colluvium-palaeosol succession exposed in to-
day’s dendritic donga landscape. To ensure the establish-
ment of a robust luminescence-based chronology for Jojosi,
the performance of the data sets generated for the post-IR
IRSL225 signal is evaluated, including the luminescence sig-
nal saturation level, the dose model used for burial dose cal-
culations (Sect. 5.1), and the derived ages (Sect. 5.2).

5.1 Luminescence signal saturation and dose model
evaluation

When comparing the single-grain-based data set to the multi-
grain data set, two interesting observations can been made.
(1) Whilst the post-IR IRSL225 single-grain data sets con-
tains 6 % to 67 % saturated grains (see Table 3, Sect. 4.1),
the multi-grain aliquot data sets only show saturated aliquots
for four (samples JOJO-85U, JOJO-TRPL-1, JOJO-TRPL-2,
JOJO-TRPL-3) out of the nine samples. The number of satu-
rated aliquots is greater in the case of synthetic aliquots than
for multi-grain aliquots, with five out of nine samples show-
ing saturated synthetic aliquots. (2) Despite some (system-
atic) differences, on average, a comparison of burial doses
calculated using the different models for single grains, multi-
grain aliquots, and synthetic aliquots revealed good agree-
ment between the dose models tested and between the single-
grain- and multi-grain-aliquot-based data, except for the two
oldest samples, which also show the highest relative number
of saturated grains.

Measuring single grains is more time- and labour-
consuming, especially for samples with a low yield of lumi-
nescent grains, as is the case here in such a scenario. In this
case, measuring single grains instead of multi-grain aliquots
would only be advantageous if it increased the accuracy and
precision of the luminescence ages calculated. The question

of whether it is truly necessary to measure single grains has
been asked for quartz-based luminescence measurements,
and discussions have sprouted from this (see Thomsen et
al., 2016; Feathers, 2017; Thomsen et al., 2017). Differ-
ent studies have evaluated the use of single grains com-
pared to multi-grain aliquots for quartz (e.g. Thomsen et
al., 2016; Colarossi et al., 2020) and feldspars (e.g. Sutikna
et al., 2016; Guo et al., 2020), respectively. Nevertheless,
this remains a challenging discussion, particularly compli-
cated due to site-specific sample characteristics, such as in-
complete bleaching or post-depositional mixing (e.g. Jacobs
et al., 2008; van der Meij et al., 2025). Furthermore, me-
thodical questions remain, for example, regarding the high
scatter in single-grain data sets (e.g. Thomsen et al., 2005;
Autzen et al., 2017; Hansen et al., 2018). To investigate
why the multi-grain data are less affected by saturation than
the single-grain (and the synthetic aliquot) data, we com-
pared the dose response curves of all single grains, multi-
grain aliquots, and synthetic aliquots measured, including
their D0 values, which are a measure of the curvature of the
dose response curve. Wintle and Murray (2006) proposed
the use of 2×D0 as a maximum reliability threshold for
quartz OSL dating. Although we did not apply this crite-
rion to our data set, comparing D0 values for the different
dose response curves of individual multi-grain aliquots and
grains can give information on the curvature and thus sat-
uration dose of the different curves. Figure S8a shows the
D0 values of the post-IR IRSL225 signal for the three data
sets for all nine samples as boxplots, and Fig. S8b shows the
fitted dose response curves. In Fig. S8a, it becomes evident
that, despite large apparent scatter in D0 values for single-
grain dose response curves, D0 tends to be lower for sin-
gle grains and synthetic aliquots compared to the multi-grain
aliquots, with the medians of 200 Gy for single grains (n=
742), 185 Gy for synthetic aliquots (n= 160), and 266 Gy for
multi-grain aliquots (n= 263). Similarities in D0 between
single grains and synthetic aliquots could arise from the
same signals being used for dose response curve construc-
tion. In case of synthetic aliquots, the luminescence emit-
ted by single grains (placed in holes on single-grain discs)
in response to IR laser stimulation is summed. Contrast-
ingly, the multi-grain aliquot data were obtained by using
infrared LEDs, and the multi-grain aliquots were stimulated
for 300 s in the case of the post-IR IRSL225 signal (compared
to 3 s for single grains). Further explanations could be (i) dif-
ferences in wavelength and power density of the excitation
light sources (classic head: 870± 40 nm, ∼ 145 mW cm−2;
DASH: 850± 33 nm> 300 mW cm−2) and laser stimulation
(830 nm, 140 mW), (ii) the contribution of weakly lumines-
cent grains to multi-grain aliquots, and (iii) differences in sig-
nal integration and potential effects of this on growth curve
shape.

Although we cannot explain the observed differences in
D0 values for the different data sets, we identify the differ-
ence in D0 for the different data sets as a plausible expla-
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Figure 4. Comparison of equivalent doses derived using the four dose models for single grains, multi-grain aliquots, and synthetic aliquots.
Subfigures (a), (b), and (e) show a comparison of ADM doses and doses obtained using CAM, BayLum, and the SGC LnTn method.
Subfigure (f) compares BayLum doses to doses calculated using the SGC LnTn method. For each dose model comparison, the doses resulting
from the calculations are visualised as a scatter plot of the doses and as ratios dependent on the ADM dose (c) or the percentage of grains in
saturation (d, g, h).

nation for the difference in saturated grains and multi-grain
aliquots between the different data sets. Higher D0 values,
in combination with a greater number of finite Ln/Tn val-
ues, result in the inclusion of these Ln/Tn values (and their
finite equivalent doses) in frequentist approaches such as the
ADM and CAM; i.e. the average ratio for all samples of

single-grain ADM to multi-grain aliquot ADM is 0.83± 0.07
(n= 9), and it decreases with increasing dose (i.e. the ra-
tio is 0.71± 0.07, n= 5, when only including samples with
multi-grain aliquot doses greater than 120 Gy). However, the
BayLum and the SGC LnTn methods include the saturated
grains and multi-grain aliquots, thus causing BayLum and
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Table 4. Results of post-IR IRSL225 De determination and dose modelling for single grains (SG), synthetic aliquots (SynAl), and multi-
grain aliquots (MG). OD is overdispersion. ∗ No reliable overdispersion could be calculated using the calc_CentralDose() function in the
RLuminescence package due to the low number of accepted finite synthetic aliquots. Besides information on the calculated dose (a confidence
interval of 68 % or a credible interval at 68 %), the table also lists relative overdispersion values and the number of grains and multi-grain
aliquots, as well as synthetic aliquots included in the calculation (n). Please note that n is mostly smaller for the SGC LnTn approach due to
the stricter rejection criteria applied. BayLum could not be applied to the synthetic aliquot data set. This is indicated as NA in the table.

Sample ID Aliquot n for CAM, CAM Rel. OD ADM BayLum De BayLum 1σ range SGC LnTn (CAM)
size ADM/BayLum/SGC LnTn (Gy) (%) (Gy) (Gy) (Gy) (Gy)

Profile Jojosi 1

JOJO-1-1 SG 60/64/37 81± 6 45± 6 88± 6 96 88–101 94± 10
SynAl 24/–/– 91± 6 31± 6 95± 5 NA NA NA
MG 30/30/34 102± 7 33± 5 107± 9 112 101–119 96± 6

JOJO-1-2 SG 69/75/33 89± 5 41± 5 95± 5 104 97.3–109 92± 10
SynAl 25/–/– 91± 6 28± 5 93± 6 NA NA NA
MG 35/35/18 93± 3 14± 2 93± 2 96.0 94–99 106± 6

JOJO-1-3 SG 66/72/33 98± 6 37± 5 103± 5 109 102–114 93± 9
SynAl 21/–/– 93± 5 22± 5 94± 5 NA NA NA
MG 28/28/34 92± 3 14± 3 92± 4 89.5 85.3–91.3 95± 6

Profile Jojosi 5

JOJO-85U SG 122/147/65 115± 5 34± 4 120± 5 157 152–163 124± 10
SynAl 10/–/– 128± 7 14± 5 128± 7 NA NA NA
MG 33/35/6 143± 15 59± 7 168± 15 180 163–197 152± 26

JOJO-5-4 SG 76/83/39 104± 6 45± 5 114± 9 118 112–125 95± 12
SynAl 16/–/– 111± 9 29± 6 115± 8 NA NA NA
MG 34/34/13 129± 6 25± 3 132± 8 135 125–137 121± 7

JOJO-5-5 SG 54/59/43 88± 9 74± 8 115± 12 120 110–129 110± 12
SynAl 17/–/– 113± 12 40± 8 122± 13 NA NA NA
MG 28/28/25 117± 5 23± 3 119± 6 119 114–125 131± 9

Profile Jojosi Triple Junction

JOJO-TRPL-1 SG 38/113/40 325± 29 45± 8 356± 31 501 470–523 746±NA
SynAl NA/–/– NA NA∗ NA NA NA NA
MG 25/39/36 752± 34 18± 4 756± 31 568 546–581 785± 76

JOJO-TRPL-2 SG 31/65/25 182± 13 26± 7 186± 13 361 323–389 269± 56
SynAl 6/–/– 358± 37 NA∗ 358± 11 NA NA NA
MG 34/35/18 262± 22 47± 6 291± 21 309 286–330 289± 25

JOJO-TRPL-3 SG 59/69/32 178± 10 34± 5 186± 12 205 195–218 190± 18
SynAl 10/–/– 176± 6 NA∗ 178± 6 NA NA NA
MG 31/34/42 217± 12 25± 4 222± 14 212 202–224 200± 16

SGC LnTn burial doses to be more consistent; i.e. the ra-
tio of single-grain BayLum to multi-grain ADM doses is
0.98± 0.06 (n= 9), and that of the single-grain SGC LnTn
to multi-grain ADM doses is 0.89± 0.03 (n= 9). Note that,
in the case of BayLum, the saturated grains and multi-grain
aliquots are not treated as finite values but as an indication
of the presence of a population with dose values greater than
the maximum asymptote of the dose response curve (Hey-

dari and Guérin, 2018; Arce-Chamorro and Guérin, 2024; see
also their supplementary material).

When comparing equivalent doses calculated using fre-
quentist approaches (ADM and CAM) to doses obtained us-
ing BayLum (see Fig. 4b), a good agreement was found
for most samples investigated in the case of single grains
and multi-grain aliquots. However, for some samples in the
single-grain data sets, BayLum yields significantly larger
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doses compared to the ADM. Calculating a ratio of ADM
dose and BayLum dose and plotting it against the relative
proportion of saturated grains (see Fig. 4d) reveals that the
proportion of saturated grains seems to dictate the consis-
tency between the two dose models for the single-grain data
set. If less than 15 % of the total grains measured are satu-
rated, then ADM doses underestimate BayLum doses by a
maximum of 10 %. However, if more than 15 % of the grains
are saturated, then ADM doses underestimate BayLum doses
for the respective samples by 25 % to 50 % (see Fig. 4d).
More than 15 % saturated grains can be found in samples
with ADM doses >120 Gy and BayLum doses >160 Gy. In-
terestingly, while, for single grains, BayLum doses are con-
sistently higher than ADM doses for samples with more than
15 % saturated grains, for multi-grain aliquots, the only sam-
ple showing a deviation between these two models is JOJO-
TRPL-1. In the case of this sample, the ADM dose is larger
than the BayLum dose (an ADM dose of 756± 31 Gy com-
pared to a BayLum dose of 546–581 Gy). A cause of this
underestimation of the BayLum dose compared to the ADM
dose could be that the model used in BayLum for dose and
age calculation (function Model_Age in the R package Bay-
Lum; Philippe et al., 2019) is based on quartz data sets and
uses a D0 value of 50 Gy as a starting point. As shown in
Fig. S8a, multi-grain aliquots of feldspars from Jojosi have
a median D0 of 266 Gy, thus much higher than D0 val-
ues usually obtained for quartz. This indicates that BayLum
might need to be adjusted for its use on high-dose and near-
saturation feldspar samples.

When comparing equivalent doses calculated using the
ADM and the SGC LnTn method (Fig. 4e), large deviations
can be found for single-grain results of the two samples with
the highest doses and the largest relative number of satu-
rated grains (JOJO-TRPL-1 and JOJO-TRPL-2), again in-
dicating an effect of the number of saturated grains on the
calculated single-grain burial doses. For the multi-grain data
set, the SGC LnTn/ADM ratios fall within the range of the
1 : 1 line (±10 %) for the two high-dose samples (Fig. 4e,
f). Interestingly, two of the samples with doses <200 Gy de-
viate from the 1 : 1 line. When applied to single-grain data
sets, the SGC LnTn method can constrain higher equivalent
doses compared to the frequentist approaches. However, for
the multi-grain data set, unexplained deviations from the 1 : 1
line characterise the results.

5.2 Age calculation and implications

Due to the large number of saturated grains present in some
of the samples, we need to include the information they pro-
vide in our age calculations. Both BayLum and the SGC
LnTn approach allow us to do so, and we have shown that
both methods yield consistent results. We chose to base our
age calculations on the equivalent doses estimated using
BayLum because BayLum allows us to include stratigraphic
information and because the SGC LnTn method did not pro-

vide bonded dose estimates for all samples. However, we ac-
knowledge that the BayLum dose for JOJO-TRPL-1 may be
underestimated.

Using BayLum with stratigraphic constraints, we were
able to calculate the depositional ages of all nine sediment
samples from Jojosi, using both single grains and multi-grain
aliquots. The results of the age calculations are given in Ta-
ble 5 and are displayed as age–depth plots in Fig. 5. Please
note that the ages presented here have not been corrected for
fading due to their on average low g value of 1.6± 0.2 % per
decade (n= 27) constrained for all samples.

Single-grain and multi-grain aliquots based on post-IR
IRSL225 BayLum ages give consistent results within 1σ
(68 % credible interval), except for JOJO-1-3, where single-
grain and multi-grain aliquot results are consistent within
2σ (95 % credible interval). From a practical point of view,
multi-grain measurements are favoured for future work at Jo-
josi due to greater time efficiency of the measurements, the
higher intensity of the luminescence signals, and the larger
saturation threshold.

The youngest age, ranging from 106 to 117 ka (1σ , 68 %
credible interval), was derived for the multi-grain aliquot
data of JOJO-1-3. JOJO-TRPL-1 was identified as the old-
est sample with the multi-grain aliquot age range spanning
from 583 to 654 ka (1σ ). Our post-IR IRSL225 ages show
that erosional and depositional processes, leading to donga
formation at Jojosi, took place at least from MIS 15 to MIS
5, thus spanning more than 500 000 years of Quaternary his-
tory in South Africa.

The post-IR IRSL225 chronology of donga formation is
the first of its kind for this area of South Africa, indicat-
ing donga formation already during the Middle Pleistocene.
Clarke et al. (2003) combined IRSL50 measurements with
radiocarbon and found good agreement between these two
chronometers, constraining colluvial sedimentation at Voor-
drag in KwaZulu-Natal over the past 100 ka. There are no
older, reliably dated hillslope colluvial or gully infill alluvial
deposits in KwaZulu-Natal and, Clarke et al. (2003) inter-
preted the absence of older donga deposits with a widespread
erosional episode during MIS 5e. The Riverton Formation al-
luvial terrace deposits along the lower Harts, Vaal, Riet, and
middle Orange rivers in the Northern Cape province contain
Middle and Late Stone Age artefacts that indicate an age
in the Late Pleistocene–Holocene range (Claassen, 2018).
The eroded alluvium of the Modder River at Erfkroon in the
Free State province reveals an ∼ 15 m thick succession in
which fossil fauna and archaeological artefact assemblages
and palaeosol characteristics, dated using luminescence tech-
niques, indicate sediment accumulation over at least the last
42 ka (Tooth et al., 2013).

Colarossi et al. (2020) used paired quartz and feldspar
single-grain and multi-grain dating, revised the chronology
of Clarke et al. (2003), and showed that the IRSL50 ages
by Clarke et al. (2003) suffered from underestimation due
to fading. The chronology of the Voordrag site by Colarossi
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Table 5. Results of age calculations using BayLum for single grains and multi-grain aliquots. The results were obtained using the post-IR
IRSL225 protocol.

Sample ID Depth (m) SG/MG BayLum age (ka) BayLum age range 1σ (ka) BayLum age range 2σ (ka)

Profile Jojosi 1

JOJO-1-1 3.65 SG 145 137–152 130–161
MG 156 141–166 132–181

JOJO-1-2 2.00 SG 138 131–144 126–152
MG 132 121–139 115–150

JOJO-1-3 0.65 SG 130 123–137 117–143
MG 111 106–117 101–122

Profile Jojosi 5

JOJO-85U 2.00 SG 205 191–217 180–231
MG 218 203–242 186–250

JOJO-5-4 0.60 SG 157 147–165 139–176
MG 175 160–187 149–202

JOJO-5-5 0.35 SG 143 132–153 123–162
MG 148 136–160 125–171

Profile Jojosi Triple Junction

JOJO-TRPL-1 1.20 SG 582 541–615 511–653
MG 622 583–654 562–692

JOJO-TRPL-2 3.50 SG 545 505–583 467–622
MG 526 479–561 450–594

JOJO-TRPL-3 4.37 SG 251 231–269 215–289
MG 256 236–273 222–293

et al. (2020) shows single-grain quartz and feldspar ages in
agreement, up to ∼ 40 ka. Above this threshold, the quartz
ages underestimate feldspar ages due to saturation of the
quartz OSL signal, but the single-grain post-IR IRSL225
ages constrain donga deposition up to∼ 110 ka. Similar time
spans for colluvial deposition were constrained by Wintle et
al. (1993, 1995). These earlier studies used a combination
of TL and IRSL measurements, both methods having disad-
vantages over modern post-IR IRSL measurements (i.e. sig-
nal and fading that are hard to bleach ), but, interestingly,
these studies also constrained colluvial sedimentation over
the Late Pleistocene. The sediments at Jojosi thus seem to
be an exception for the preservation of deeply weathered do-
lerite bedrock saprolite and colluvial sediments older than
100 ka, offering rare insights into the Middle Pleistocene ge-
omorphological processes.

The luminescence ages presented here constrain the tem-
poral context of the buried archaeological sites interbedded
within sections Jojosi 1 (excavated during the early 1990s;
see Möller et al., 2025) and Jojosi 5 (excavated in 2023;
see Will et al., 2024) that was previously unknown. Whilst
it is straightforward to bracket the artefact lens in Jojosi 5,
due to luminescence sampling taking place at the same time

as the archaeological excavation, no exact artefact horizon
could be determined and bracketed for Jojosi 1 due to the
artefacts having been excavated in the early 1990s. For Jo-
josi 5, we can constrain modern human activities between
136 to 187 ka (1σ , multi-grain aliquots), so at the end of the
Middle Pleistocene and well within MIS 6. Occupations from
this period of the Middle Stone Age in South Africa are rare
in general and even less common from open-air contexts. For
Jojosi 1, although no absolute depth can be obtained, the arte-
fact lens was likely once located between the samples JOJO-
1-2 and JOJO-1-3 based on past photographic evidence and
site reconnaissance in 2023 and thus to approximately 106
to 139 ka (Möller et al., 2025). Comparing the luminescence
ages for the samples bracketing the artefact horizon in Jo-
josi 1 and Jojosi 5 reveals diachronous human activities as-
sociated with discrete sedimentary and gully cut-and-fill con-
texts at these sites only separated by tens of metres within the
Jojosi dongas. The robust chronological framework for Jo-
josi 1 and 5 provides the necessary basis for further-reaching
interpretations on the site function and occupational history
of this landscape in conjunction with future analyses of the
stone artefacts and sediments. Additional buried archaeolog-
ical sites have been discovered, and more research, including
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Figure 5. Age depth plot of the three sediment profiles measured (profiles Jojosi 1, Jojosi 5, and Jojosi Triple Junction, from left to right).
The ages displayed were obtained using BayLum with stratigraphic constraints. Note: JOJO-TRPL is a cut-and-fill profile, meaning that the
depth is not meaningful in terms of stratigraphic order; see Fig. 1. The shaded areas indicate marine isotope stages (MISs).

luminescence dating, will reveal the full chronological extent
of past human activities at Jojosi.

6 Conclusions

This study explored the applicability of different dose mod-
els to feldspar single-grain, synthetic aliquot, and multi-grain
aliquot data sets for samples with a burial dose ranging from
∼ 80 to∼ 800 Gy and containing various relative numbers of
saturated grains. We applied the Central Age Model (CAM),
the Average Dose Model (ADM), BayLum, and a standard-
ised growth curve (SGC) approach using the interpolation of
averaged Ln/Tn values onto the SGC to the different data
sets. We show that the relative number of saturated grains
influences the applicability of some of these dose models.
CAM and ADM dose models, summarised as frequentist ap-
proaches, are unable to include information from saturated
grains in their calculation. Excluding these grains biases the
data sets. In contrast, BayLum and the CAM SGC LnTn ap-
proach allow the inclusion of saturated grains. Despite this,
samples with a large number of saturated grains impact the
consistency of the results. For single grains, all dose models
tested give consistent results within 1 standard error when

less than 15 % of the grains are in saturation, corresponding
to a dose of ∼ 120 Gy (ADM) in this study.

We used BayLum to derive luminescence ages using
single-grain and multi-grain aliquot data sets and by using
stratigraphic constraints on the age calculations. In doing
so, we were able to establish an internally consistent single-
grain- and multi-grain-aliquot-based chronology for the three
sampled sections at Jojosi, constraining erosional and depo-
sitional processes from ∼ 100 to ∼ 700 ka and placing the
human occupation of the area within early MIS 5 and late
MIS 6.
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