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Abstract. Many new geochronological applications of laser ablation inductively coupled plasma mass spectrometry (LA-ICP-
MS) have been proposed in recent years. One of the problems associated with this rapid growth is the lack of chemically and
isotopically homogeneous matrix-matched primary standards to control elemental fractionation during LA-ICP-MS analysis.
In U-Pb geochronological applications of LA-ICP-MS this problem is often addressed by utilising matrix-matched primary
standards with variable chemical and isotopic compositions. Here | derive a set of equations to adopt this approach for non-U-
Pb geochronological applications of LA-ICP-MS.

1 Introduction

The use of laser ablation inductively coupled plasma mass spectrometry (LA-ICP-MS) for in situ geochronology is growing
rapidly, and recent years have seen this technique being applied to many new minerals and isotope systems. Examples include
in situ U-Pb dating of apatite (Chew et al., 2014, 2011), carbonates (Roberts et al., 2017; Li et al., 2014; Guillong et al., 2020)
and epidote (Peverelli et al., 2021), Rb-Sr dating of micas (Hogmalm et al., 2017; Zack and Hogmalm, 2016), alkali feldspar
(Bevan et al., 2021) and celadonite (Laureijs et al., 2021), Lu-Hf dating of garnet, apatite and xenotime (Simpson et al., 2021),
and a new approach to Re-Os dating of molybdenite (Hogmalm et al., 2019). One important challenge associated with this
rapid growth is the development of matrix-matched primary standards to correct for elemental fractionation during LA-ICP-
MS analysis. Ideally, primary standards should be chemically and isotopically homogeneous and isostructural to the analysed
minerals. However, finding or synthesising such materials is not trivial. Therefore, recent studies relied on some alternative
solutions, including the use (i) matrix-matched standards with variable chemical and isotopic composition (e.g. Chew et al.,
2014) and (ii) nanoparticulate pressed powder tablets as substitutes for chemically and isotopically homogeneous matrix-
matched standards (e.g. Hogmalm et al., 2017).
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Matrix-matched primary standards with variable contents of parent and daughter isotopes are often used in U-Pb
geochronological applications of LA-ICP-MS. Chew et al. (2014) proposed an-approachseveral approaches for dating common
Pb-bearing phases, in which primary standards with variable contents of common Pb are used to characterise U-Pb

fractionation. In all of these, Fhis-is-achieved-{among-otheroptions)-by-applying-the***Ph-based-correction-for commen-Pb-to

individual primary standard analyses are corrected for common Pb before factors to correct for U-Pb fractionation are

calculated from them, such that the latter step only relies on comparing the observed and expected 233U/2%Pbyagiogenic ratios (as
opposed to using the 238U/2%Pbyq ratios). The approaches differ in how the common Pb correction is introduced. This can be

achieved by using ?**Pb or, assuming that no ?%?Th is present, 2°®Pb to estimate the amounts of common 2°Pb and calculate the

238/2%6Ph - dingenic_ratios. Alternatively, straight tie-lines can be projected from an a priori estimate for the initial 2°’Pb/?°Pb

ratio through the acquired U-Pb data to the concordia in the Tera-Wasserburg space to calculate the 238U/2%°Pbyagiogenic ratios

(Fig. 1a). A similar approach was adopted
by Li et al. (2014), Roberts et al. (2017) and Guillong et al. (2020), who first used chemically and isotopically homogeneous
non-matrix-matched primary standards to correct for any drift in U-Pb fractionation during analytical sessions, and then used
matrix-matched primary standards with variable contents of common Pb to calculate correction factors for matrix-dependent
U-Pb fractionation. The latter was done by plotting multiple primary standard analyses in the Tera-Wasserburg diagram to
ebtain-fit a straight line through them discordias-and compare thei-its observed and expected intercepts with the concordia.

Apparently, there is-are only ene-two non-U-Pb geochronological applications of LA-ICP-MS where-a materials with variable
contents of parent and daughter isotopes was-were essentially used as a primary standard. The first is -which-is-tthe pioneering
work on in situ Rb-Sr dating by Zack and Hogmalm (2016). These authors calculated what factor is needed to correct for Rb-
Sr fractionation in one biotite sample with known age to obtain an isochron of that age and then applied it to other samples
measured on the same day. Another is the work of fBevan et al--. (2021), who performed Rb-Sr analysis of two alkali feldspar

ANVIACT 15 UIC WOUTR DT X

samples alongside and then corrected the data for one of them using the Rb-Sr fractionation factors that were deduced by

comparing the observed and expected isochron slopes for the other. Fhe-ideawas-not-developed-further-andMost subseguentof

recent studies relied on using nanoparticulate pressed powder tablets as substitutes for chemically and isotopically

homogeneous matrix-matched primary standards (Hogmalm et al., 2017, 2019; Olierook et al., 2020; Li et al., 2020; Tillberg
et al., 2021). However, the ablation properties of nanoparticulate pressed powder tablets are different from those of single
crystals, and while they perform better as primary standards compared to glasses, Rb-Sr dates obtained by using them can be
offset from the expected values by several % (mostly up to 4 %, occasionally up to 7 % in tests of Redaa et al., 2021). Therefore,
the quest for matrix-matched standards remains open. With this communication | aim to highlight that the idea of using
materials with heterogeneously distributed parent and daughter isotopes as primary standards may have been abandoned

prematurely and provide a set of equations for doing so.
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2 Proposed Solution

Presumably, one of the reasons why the idea of using primary standards with variable contents of parent and daughter isotopes
was abandoned in non-U-Pb geochronological applications of LA-ICP-MS is the absence of a clear approach to calculate

factors for elemental fractionation correction and their uncertainties._ Clearly, these-these factors can be estimated by adopting

one of the approachesfactors_used for U-Pb dating.-can-be-estimated-_For example, they can be estimated from individual

primary standard analyses by using parent to daughter isotope ratios that are corrected for the presence of the non-radiogenic

component of the daughter isotope using a common isotope, which is analogous to the aforementioned use of the 2%*Pb- and

2%ph-based correction methods. Alternatively, they can be estimated by plotting two-point normal or inverse isochrons based

on individual primary standard analyses and finding by what coefficients the measured elemental ratios need to be multiplied
to bring the slopes of the apparent normal or inverse isochrons to the true values (Fig. 1b, c). Finally, tFhese factors can alse
be estimated by calculating and comparing the observed and expected intercepts with the horizontal axis in the inverse isochron
diagram, which is analogous to the aforementioned use of the Tera-Wasserburg diagram in-U-Pb-geschronological-applications
of LA-ICP-MS-(Fig. 1c). But how to calculate elemental fractionation correction factors in an efficient way? And how to

estimate their uncertaintyies and propagate these to the date uncertainties;-se-that-individual-primary-standard-analyses-can-be
adequately-compared? Below | derive equations that can be used to do so. | rely on the uncertainty propagation law, (JCGM,

2008). However, as Pieter Vermeesch’s review outlines, other approaches exist, such as the method of maximum likelihood.

2.1 Normal Isochron Space, <
In the normal isochron space, the true composition of a primary standard with heterogeneously distributed parent and daughter
isotopes is given by Eq. (1):

Y=Y, +X(EM"-1), ®

where Y is the daughter to common isotope ratio (e.g., 8’Sr/%Sr), Y, is the initial daughter to common isotope ratio (e.g.,
87Sr/%6Sr), X is the parent to common isotope ratio (e.g., ’Rb/%Sr), A is the decay constant and t is the age of the primary
standard. The analysis of this primary standard by LA-ICP-MS yields some proxies for the true Y and X values, which are the
measured y and x values, respectively. It is generally presumed that any difference between Y and y is a result of mass
dependent fraction that can be corrected for independently of measuring-analysing the primary standard in question (e.g. Chew
etal., 2011; Lietal., 2014; Hogmalm et al., 2017; Redaa et al., 2021) ,or by acquiring data for pairs of non-radiogenic, isotopes

while analysing this primary standard (Bevan et al., 2021), Provided-that thisis-deneThus, Y can be assumed to be equal to the
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product of y and the obtained mass fractionation correction factor I. tr-eentrast;Any difference in X and x are-expected-to-be
can be described in terms ofdifferent-from-each-other-due-to elemental fractionation, which -that-is heavily dependent on the
matrix properties and ablation conditions, and which is being characterised by analysing the primary standard in question (e.g.
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Chew et al., 2011; Li et al., 2014; Hogmalm et al., 2017; Redaa et al., 2021). Therefere Thus, it can enly-be assumed that X is
equal to the product of x and the yet unknown factor k needed to correct for elemental fractionation. With these assumptions
Eq. (1) can be modified to make Eq. (2):

ly =Yy + kx(e* - 1), )
from which it is possible to obtain an expression for k given by Eq. (3):

k= ly—=Yo (3)

- x(eAt-1)

The uncertainty of thereby calculated k can be estimated using Eq. (4):

ok =0 (3) + 03 (i) + 20wy () o (F5%) +0f () +oielamig) + 2o B550)+
#2000 (25 ot () +oh () +

201, (L00) 4o (oY ot 2o {2, (@)

where only the first three terms should be used to calculate the internal uncertainty (oy, ;,,.), and the entire equation should be
used to calculate the external uncertainty (o ;). In principle, oy, . and g; . should be different from zero if t was determined
using the same Y, and 4 as in the equations above (i.e., the age of the primary standard is not determined using some other

method). Provided that this is the case, oy, , and g, can be estimated using Eg. (5-6):

2
toy
== (5)
I 2N
Yot = AX*eAt oAt !
(6)

where X* is the parent to common isotope ratio used to determine t—+-¢- if it was determined from by-fitting-an-isechronrather

than-using-a single analysis, while *_is the partial derivative of the isochron slope with respect to Y, _if t was determined

bythen—X-could-probably-be-approximated-by-the- weighted-mean-for- the-analyses-used-in- isechron-fitting an isochron. | show

in the Appendix how to calculate n* if the isochron was fitted by the method of York et al. (2004). Note that for well-

characterised primary standards oy, . will most likely be negligibly small._It is also likely that the contribution from the

uncertainties in [_and Y;_to the uncertainty in k will be negligibly small.

o~
=
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Repeated primary standard analyses will yield k, to ky, for which ceuld-be-averaged-te-ebtainthe weighted mean value k..,
can be obtained using-via Eq. (743):

X kiwi depbten
Kaowm =S =
(#73)

where w; = 0y .
The uncertainty of k... is given by Eq. (814):

3 2
“kgint leyint .

M N tk 2 Mewm \2 Ak ettt elat k
T B A T
1 Wi - - e~ M-1
Y w, 2 1 w, 2
0 N Wi 2 — N Wi
v 21— | t +oy (S ——v— —) +
i(eAt-1) 3V wiz:l xi) Yo ((emfl) sNw; =1 x;
Akywm N Wi
20—}'0»[ ((e/lt+e—]tt_2) v Wi21 xi &, (&14)

where the sum-first termin-parentheses provides-gives the internal uncertainty (o, in), while the entire equation provides
gives the external uncertainty (o, ox:).—Fhe-term-a-accountsfor-the-uncertainty-associated-with-the-uncertainty-in-the-initial
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Following the same assumptions and notation as above, an analysis of an unknown yields y,, and-3:-that de-should be corrected
for mass dependent fractionation to estimate the true value Y, net-require-further-correction-and x,, and-x;-that should be

corrected for elemental fractionation to ebtain-estimate the true valuex;— X, are-. The Jatterestimated true values and their
exterpal-uncertainties can be calculated using Eq. (379-2012):

Xuue = KavwmXu

(+#9)

Y, =y, (10)

2 — A2 2 2 2.2
O'Xu;ea; - Uxukewwm + o'kewwm*u Xy

(181)
oy, = oy > + oy (12)
X =l (19)
a8 (19)

The first terms in the latter two equations provide the internal uncertainties (o, in:.and gy, in. ). While the entire equations

provide the external uncertainties (ay, exe_and oy, exe)-

The covariance between Y, and X,, is given by Eq. (13):

Yo i
T o ()

— 2 kwm
O'Xu,}’u - Uxu,yulkwm + o Yuxu( 1 + x;) 1

where only the first term should be used to calculate the covariance related to the internal uncertainties (ay,y, in¢. SUCh that

PxyYyint = Uxu,vuinrﬁ)?ulimﬂy;lm = Pxyy, ) While the entire equation should be used to calculate the covariance related to the

- B I . . Lo
external uncertainties (0y,, y, ex¢. SUCh that py v ext = Ox, v, extOx, ext Or, ext)- NOte that all of the variables in the expression in
brackets are related to the primary standard.
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n-the-normal-isochron-space—the-Eq. (14) can be used to calculate the date of the unknown Ty, can-be-calealated-from X,
and Y, using-obtained during one measurement Eg¢—(21)-provided-and the that-independently estimated its-initial isotopic
composition Yy, skrewn:

Yu-Youyu—You
T. — l"( Xy  kav¥u +1)
spot — 2 .

(2114)
The uncertainty Ty, is given by Eq. (2215):
2 — 2 You—Yy 2 1 You—Yu
Fonoe = T (i) + % Grnrom) 2% (i voer) ¥

2
2 -1
+iy (A(Yu—yomxu)) +

2 (ZTspot\* 2 ( You—Yu N2 * . [ You—Ya \ o
6( 2 ) e d O—vourkartn) ) | O \Am—Yourkarw)) 0 e h p—yoatkarrn)®)
oz _{ - Y o2 { o Yy o ()t (2215)
ECPremem—Y/ Fav \ikavtn—you+rkavut) AU =

Wawhere _using -the first three terms with oy .. 0y, inc@nd oy, v, i, _provides the internal uncertainty (07 pintd: while using

the entire equation With oy, ¢, Oy, exe.aNd 0y, v, ox¢ Provides the external uncertainty (07 prext)- NoOte that o, x, 4 is zero,

and thus the associated covariance term is absent in this and following equations.

Multiple measurements of the same unknown within the same batch of analyses will give sets of X, Y,,, 0x, int: Oy, inc @d

P, vuine Which can be used to fit a single isochron by the method of York et al. (2004), whether pinned or unpinned to Yp,,.

This procedure will yield the slope of the isochron b and its internal uncertainty o, ;,¢. The external uncertainty of b (6}, ¢¢)

is given by Eq. (16), where oy, is already taken into account, and all of the variables in the rightmost pair of brackets are

related to the primary standard:

2 2
2 _ .2 2 -b 2 (b 1 2Yo N Wi
Op ext = Opint T Ok, (kwm) + o} (l) < 1 T (e~ 1) £V w7 24 Xi) : (16)

Measurements of the same unknown that were obtained in 2 different batches of analyses should not be pooled together to fit

a single isochron, since they were corrected using different k,,,,, and [. Instead, a weighted mean of the slopes obtained for

each batch analyses can be calculated using Eq. (17):

_ biwitbywy

(17)

bwm

witwz
— 472
where w; = o i

Its internal uncertainty is given by Eq. (18):
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Its external uncertainty is given by Eq. (19):
2 _ 2 [2F% 2 2 w3 2 2 w1W2 (19)
Ubwmext - Ubwmext (ml+a)2) + Ubwmext (a)1 +m2) + O'bl,bz ((a)1+mz)2) !
where gy, ,, is given by Eq. (20):
P = g2 bibyt? 2 _bibyA? b1bat2 g2 — b2 ( -1 N1ﬂ> -1 N2Wiz)
b1bz A (e’“fl)2 ¢ (e’“—l)z At (e’M—l)z Y0 kewmikwmz (A1) 5 win &1 xip J\ (A1) 2 2wi 21 iy

byba -1 N1Wir) Akwmz | Akwmi -1 N2 Wiz —bibs
+0, - + —||+0 +
Yot (et-1)yNTw;, &1 eM-1 " =21 \(eAt-1)gN2w;, 41 Ly kwmz

kwmikwma Xi1 likwmz
—biby biby biby kwm1 Yo N1Wit) (kwmz Yo N2 Wiz
+0k,mil + 0y, +—— + + . (20)
WML2 kywmala L2\ Ll kwmikwmz \ h Ly (et -1) sV wyy X Xi1 Iy I (eAt-1) ¥ V2w, X Xiz

H-the-initialisotopic-compesition-is-not-known,-the-The multi-spot isochron date T;g,cnr0n Can be calculated from any of the

above estimates for b using Eq. (23):

In(2-b+1
Tisochron = @ . (214)

The uncertainty of Tiocnron 1S given by Eq. (25):

2 2

2
2 —g2(— 2 2 —b 2 (ZTisochron
TTisocnron = b (A(bn)ebuem») * E@(%@M} of (=)

(225)

where_using -the first term with term-o), ;,,,_provides the internal uncertainty (o7, , ..), while using the entire equation

with o), ¢, provides the external uncertainty (o7, . ).

2.2 Inverse Isochron Space

Following the same logic and assumptions to derive expressions for the inverse isochron space yields Eq. (1°-22’; numeration [Formatted: Not Highlight

is preserved to facilitate correlation with the equations above and comments to those equations):

Y' =Yy +X'Yj(1—e?t), 1)

Uy =Y+ k'x'Yg (1 —e*t), (27
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ln(l—y Ou) kav¥ucYou

/
u=Y
o7
XuYou

2

! —_
Tspot -

(14°26)

U ’
Yu—You

ot

2 2
07 =00,
Tspot *Xy (AX{L(X,QYD’u—Y,j+YD’u)

Iyt
—(Yu=You)

R )

20, 01 Lot (
*Xy Y, 2
WM\ ¢l 22 (KLY gy~ Y +Y)

1125 Lok x 1})+

215 k' = . 3
x'vg (1-et) (37
2 12 ;2 ;o2

2 _ 2 (K 2 Uk’ 'k 2( tk 2( Ak
Opr = Oy (7) + gy (m) + Za'xr'y/ 7o) + g3 (e’“—l) + of (e’/l—f—l) +
Atk'? 27 YK N\? 2 ([ vk K"
+20, + 0, ( ) + 20 — 4
At (e_zz71)2 U\ =yl Yy Y1) Yot (T -1g) e A-1) 9]
ta} >
O = T (57
oo = Yot _ o2 14X (1=e*t) 2 1—eAt ' )
Yo.t V2 Yo ax*yjelt Yo Avgedt
N1
klw!
220 k! o= ZiRivi )
=3
/ -2 ,
w; =0,/ (7°8)
i kjint =
2 ! 2 2 N
2 _ 1 2 ( thiym ) 2 ( Akiym ) tAkifn 2 1 N Yivi
0, =y to0 + o + 2o, + 0, +
Kiym sNw! A \e=2t—1 t\e-At—1 At (efit_l)z v Yo (1-e2t) pNw! &1 ]
2 - N yiw] 2 —Aklyml N Yiw]
405 (——————YVHE) + 20, (52— iWi
Yo YU’Z(I*EM)ZQVW[{ 21 x[f Yot Vo'z(e“+e’)*f—2)2’1vwi' 21 xl( _|_(_).
Xl = Kiom i @)
225 Y, =1y, (107
2 _ 202 2 2 ,
Og1, = O kiim + oy X (11)
2 _ 212 212 ;
oyr = (ry&l + 0y (12
2 1 Ny',W',\
o =0 Uk’ + o2y x, [————— iWi -
Xi,Yy, Xyt fwm T YuXu Yé(l—e“)z’fw{ 1 x I= (137)

2
2
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i i i -where Y and y' (Y, and y,,) are the true and measured common to
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daughter isotope ratios (e.g., ®6Sr/®’Sr) in the standard (unknown), which are related to each other via the mass dependent

fractionation correction factor I', Yy (Yy,) is the initial common to daughter isotope ratio (e.g., ®Sr/®’Sr) in the standard

(unknown), X’ and x' (X}, and x;,) are the true and measured parent to daughter ratios (e.g., ®’Rb/®’Sr) in the standard

(unknown), which are related to each other via the elemental fractionation correction factor k', X"* is the parent to daughter

isotope ratio used to determine ¢t _if it was determined from a single analysis, and 1"* (n,,) is the partial derivative of the isochron
slope used to determine ¢ (T}socnr0n) With respect to Y if it was determined by fitting an isochron.

2.3 Further considerations

I have tested that the above equations to estimate uncertainties perform as intended by comparing the estimates they yield for

synthetic data with analogous estimates obtained using the Monte Carlo method. It thus should be possible to apply them in

practice. However, it should be noted that it is not uncommon in practice to see greater dispersion in LA-ICP-MS data than

predicted from theoretical considerations (Horstwood et al., 2016). | invite readers to consult Horstwood et al. (2016) on how

to deal with this problem and also compare different sets of data. | would only highlight that when comparing sets of data from

different laboratories or publications one should consider whether they were obtained using the same standards and/or decay

constants. If so, some covariance between dates in these sets is expected, and they should rather be compared using ‘partial’

external uncertainties that only account for uncertainties in those parameters that do not match.

3 Conclusion

The above equations can be used to first calculate elemental fractionation correction factors and their uncertainties from
individual analyses of primary standards with variable contents of parent and daughter isotopes, and then calculate isochron
dates for individual or multiple analyses of unknowns and their uncertainties. Although it is yet to be tested how well the
outlined approach performs in practice, it has two potential benefits over using non-matrix-matched primary standards and
nanoparticulate pressed powder tablets as substitutes for matrix-matched primary standards. Firstly, it could be more suitable
to characterise elemental fractionation in unknowns by providing better matrix matching. Secondly, it could reduce time
needed to analyse one batch of unknowns due to spending less time on acquiring data form primary standards that do not
provide optimal matrix matching.

Appendix

The following outlines how to estimate n, which is the partial derivative of the isochron slope with respect to Y;, if the isochron

was fitted by the method of York et al. (2004). | assume that numbering starts with 0, such that the 0-th term corresponds to

the initial composition Yy, X, (normally X, = 0), and | use the notation of York et al. (2004) with the addition of n, ¥ and Q.

To calculate _use Eg. (Al):
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_ YEWiBiUD-QEWiBiVi) (A1)
EwibiU? :

where W and Q are calculated using Eg. (A2-A3):

) _ ¥ 1 __ brg 20y ¥ b 1) _
=W (XO X) ((U(YO) Ufn) +2W (YO Y) (M(Xn) flo)
_ Mo 20y — 0 (—1 — BTy _ 9 Wo 20y (L _Ti
ZW:'ZWL *i = X) (w(Yi) ai) ZZWKZWL *=7) ((U(Xi) m);(A—Z)
_ 2 _ ¥ b 1o Wo 2cv. % b1y
0= W30t = ) (s~ 2) + 1 W) (1) 2
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Figure 1: Schematic illustrations for how individual analyses of primary standards with variable parent and daughter isotope

345  concentrations can be used to obtain factors for elemental fractionation correction. Each plot shows two data points that are assumed
to be corrected for mass dependent fractionation and have different elemental fractionation factors (e.q., due to instrument
instability). (a) One of the approaches taken in U-Pb geochronological applications of LA-ICP-MS. Factors for U-Pb fractionation
correction are calculated by rationing the true and apparent 28U/2%Pbragiogenic ratios that are obtained using the Tera-Wasserburg
diagram. (b-c) Potential approaches for non-U-Pb geochronological applications of LA-ICP-MS. Factors for elemental fractionation

350 correction can be estimated by finding coefficients by which the measured elemental ratios need to be multiplied to equate the slopes
of the apparent and true isochrons, whether normal or inverse. Elemental fractionation correction factors can also be estimated by
comparing the true and apparent intercepts with the horizontal axis in the inverse isochron diagram.
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