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1 Preparatory work
1.1 Loading the package and preparing additional information
To make the functions of 'sandbox' [version: 0.2.0] available, the R package needs to be loaded once. The same
holds for the functionality of the package 'EMMAgeo' (version: 0.9.7, Dietze & Dietze, 2019), which is only used
here for auxiliary reasons, to create populations based on a real-world data set and use these in 'sandbox'.
library("sandbox")
library("EMMAgeo")
library("Luminescence")

1.2 Defining grain-size distributions for populations
Before we explore 'sandbox', we need to prepare some information about the sediment section. Here we opted
for the loess section from an outcrop near Gleina, Germany (Meszner et al., 2011). We might as well construct a
fully synthetic sediment section, but prefer to go this way to stick closer to typical expectations of potential
users of 'sandbox'.

We describe the grain-size composition of the data set as a linear combination of population of specific size, or
end-members (EMs): EM1 has a mean grain size of 6.38 phi (12 µm) and a log-normal standard deviation of 0.9,
EM2 a mean of 4.68 phi (39 µm) and a standard deviation of 0.5, and EM3 a mean of 4.29 phi (51 µm) and a
standard deviation of 0.5. These three size population definitions result from end-member modelling analysis of
the empirical grain-size distributions of samples from the Gleina section. We work with the phi-scale because it
linearises the typically log-normal grain-size distributions of natural sediments. More information about the
phi-scale can be found in Krumbein (1937).

To start, we load the empirical data by Meszner et al. (2011), model them and show the approximation of
end-members by the log-normal distribution functions. Note that the defined distributions are scaled to 70 % to
account for secondary modes of the EMMA output, which draw vol.-% values from the primary modes (Dietze
& Dietze, 2019).
## import complete grain-size into R
X <- read.table(

file = "gleina_grainsize_raw.txt",
sep = "\t",
header = TRUE)

## columns with actual grain size data
## those columns start with GSD
X_gsd <- X[,grepl("GSD", colnames(X))]

## convert column header names into
## numerical values
X_size <- as.numeric(

regmatches(colnames(X_gsd),
regexpr("[ˆGSD_]+", colnames(X_gsd))))

## remove classes with zero % throughout
i_ok <- which(colSums(X_gsd) > 0)
X_gsd <- X_gsd[,i_ok]
X_size <- X_size[i_ok]

## convert units
X_size_phi <- convert.units(mu = X_size)

## plot a grain-size heat map of the data set
image(x = X_size, z = t(X_gsd), log = "x")
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Now we run the end-member modelling using 'EMMAgeo' to identify statistically meaningful components in the
dataset.
E_gsd <- EMMA(

X = X_gsd,
q = 3,
classunits = X_size,
plot = TRUE,
col = c("brown", "orange", "yellow"),
log = "x")
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Now we can use the output of 'EMMAgeo' to parametrize log-normal distributions mimicking a synthetic grain-size
distribution based on actual, empirical data. The modes of the end-members identified by 'EMMAgeo' converted
back to the phi scale provide a good starting point.
convert.units(mu = E_gsd$modes)

## [1] 6.434091 4.671752 4.280096

## define log-normal distributions
EM_mod_dist <- rbind(

dnorm(x = X_size_phi, mean = 6.38, sd = 0.9),
dnorm(x = X_size_phi, mean = 4.68, sd = 0.5),
dnorm(x = X_size_phi, mean = 4.29, sd = 0.5))

## normalise distributions to 100 %
EM_mod_dist <- t(

apply(X = EM_mod_dist,
MARGIN = 1,
FUN = function(x) {x / sum(x) * 100}))

## plot EM distributions and respective log-normal functions
plot(NA, xlim = range(X_size), ylim = c(0, 15), log = "x",

xlab = "Grain-size (phi)", ylab = "Vol.-%")

for(i in 1:3) {
lines(x = X_size, y = E_gsd$loadings[i,],

col = c("brown", "orange", "yellow")[i])
lines(x = X_size, y = EM_mod_dist[i,] * 0.7,

col = c("brown", "orange", "yellow")[i], lty = 2, lwd = 2)

}
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legend("topright", c("EMMAgeo", "Modelled distr."),
lty = c(1,2), lwd = 1, bty = "n")
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In a next step, we can use the parametric descriptions of the three grain-size end-members to describe the
populations of our virtual sediment section, noting that these resemble a set of real-world measurements
quite closely. We impose that both means and standard deviations of the grain-size distributions shall be
constant with depth. In addition to the parameter description, we also need the rule description, i.e. how the
relative contributions of the three populations change with depth. For this constraint, we can use the modelled
end-member scores (bar chart in the EMMA output)
## assign EMMA scores to output object
EM_mod_cont <- E_gsd$scores

## plot relative contribution as bar chart
barplot(

t(EM_mod_cont) * 100,
beside = FALSE, horiz = TRUE,
col = c("brown", "orange", "yellow"),
xlab = "Relative contribution (%)")

Relative contribution (%)
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1.3 Loading the empirical data set
Now we are ready to import the data set and then visualise essential parts of it. Note that we have already
interpolated (downscaled) the relative end-member contributions (not shown here) and added a column with
luminescence ages (Zech et al., 2017). We have interpolated all measured parameters to equal depth intervals of
25 cm, ranging from 50 cm to 1075 cm depth. This interpolation was simply done to have all empirical data
at the same depth intervals. Note that for simplicity, we take the luminescence ages of the dated depths for
granted, knowing that this would imply some circular reasoning under normal circumstances. Feel free to plot
other (geo)chemical parameters of the data set with depth.
## load the measurement data of the Gleina loess section
X <- read.table(

file = "gleina_interpolated.txt",
sep = "\t",
header = TRUE)

## convert depth from cm to m
X$depth_int <- X$depth_int / 100

## plot age-depth relationship
par(mfrow = c(1,2))
plot(x = X$age_int,

y = X$depth_int,
ylim = rev(range(X$depth_int)),
type = "b",
main = "Age-depth Gleina",
xlab = "Age (a)",
ylab = "Depth (m)")

## plot relative contribution of grain-size populations
barplot(rbind(X$EM_1, X$EM_2, X$EM_3)[,nrow(X):1] * 100,

beside = FALSE,
horiz = TRUE,
col = c("brown", "orange", "yellow"),
names.arg = rev(X$depth_int),
main = "Grain population contribution",
xlab = "Vol.-%",
ylab = "Depth (m)")
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2 Getting started with sandbox
2.1 Creating a rule book from scratch
To get started with 'sandbox', we start with an empty rule book using the minimal number of required
parameters by running the function get_RuleBook with the predefined key word book = "empty". This book
can then be renamed by providing the name for the list element book$book.
## create empty rule book
gleina <- get_RuleBook(book = "empty")

## assign name
gleina$book <- "gleina"

Note that the information about ages, populations, grain sizes, packing, and specific densities are only empty
containers. To work with more than one population, adding one or more other populations is necessary, using
the function add_Population and providing the rule book of interest and the number of populations to add.
Note that automatically, all other rule book entries will receive an additional number of populations.
## add two further populations
gleina <- add_Population(

book = gleina,
populations = 2)

## show structure
str(gleina)

## List of 6
## $ book : chr "gleina"
## $ age :List of 2
## ..$ group: chr "general"
## ..$ age :List of 2
## .. ..$ type : chr "exact"
## .. ..$ value:function (x, deriv = 0L)
## $ population:List of 4
## ..$ group : chr "specific"
## ..$ population_1:List of 2
## .. ..$ type : chr "exact"
## .. ..$ value:function (x, deriv = 0L)
## ..$ population_2:List of 2
## .. ..$ type : chr "exact"
## .. ..$ value:function (x, deriv = 0L)
## ..$ population_3:List of 2
## .. ..$ type : chr "exact"
## .. ..$ value:function (x, deriv = 0L)
## $ grainsize :List of 4
## ..$ group : chr "specific"
## ..$ grainsize_1:List of 3
## .. ..$ type: chr "normal"
## .. ..$ mean:function (x, deriv = 0L)
## .. ..$ sd :function (x, deriv = 0L)
## ..$ grainsize_2:List of 3
## .. ..$ type: chr "normal"
## .. ..$ mean:function (x, deriv = 0L)
## .. ..$ sd :function (x, deriv = 0L)
## ..$ grainsize_3:List of 3
## .. ..$ type: chr "normal"
## .. ..$ mean:function (x, deriv = 0L)
## .. ..$ sd :function (x, deriv = 0L)
## $ packing :List of 4
## ..$ group : chr "specific"
## ..$ packing_1:List of 3
## .. ..$ type: chr "normal"
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## .. ..$ mean:function (x, deriv = 0L)
## .. ..$ sd :function (x, deriv = 0L)
## ..$ packing_2:List of 3
## .. ..$ type: chr "normal"
## .. ..$ mean:function (x, deriv = 0L)
## .. ..$ sd :function (x, deriv = 0L)
## ..$ packing_3:List of 3
## .. ..$ type: chr "normal"
## .. ..$ mean:function (x, deriv = 0L)
## .. ..$ sd :function (x, deriv = 0L)
## $ density :List of 4
## ..$ group : chr "specific"
## ..$ density_1:List of 3
## .. ..$ type: chr "normal"
## .. ..$ mean:function (x, deriv = 0L)
## .. ..$ sd :function (x, deriv = 0L)
## ..$ density_2:List of 3
## .. ..$ type: chr "normal"
## .. ..$ mean:function (x, deriv = 0L)
## .. ..$ sd :function (x, deriv = 0L)
## ..$ density_3:List of 3
## .. ..$ type: chr "normal"
## .. ..$ mean:function (x, deriv = 0L)
## .. ..$ sd :function (x, deriv = 0L)
## - attr(*, "package")= chr "sandbox"
## - attr(*, "medium")= chr "book"

Still, the rule book just contains empty templates of rules and parameters. In the next step, we will add rules
using the Gleina section data set imported above. Note that one can build an utterly synthetic rule book, as
well.

2.2 Filling the rule book with meaningful rules
We need the function 'set_Rule()' to set a rule (i.e., a definition of how a parameter is supposed to change
with depth). In the function, we enter the rule book we want to change, the specific parameter to change, and
the definition of values and their respective behaviour with depth. Finally, the interpolation function used to
generalise the discrete definitions of value and depth information can be set. Currently, only spline interpolation
is supported.

In the first step, we only define a completely arbitrary age-depth rule. For instance, the age should follow a
1/depth relationship, specifically: age = 21000 − 10000/depth. This means that the sediment accumulation rate
progressively decreases with younger ages. To implement this in the model, we need to provide lists for the true
depth intervals (depth) and the corresponding ages (value). Lists are required for consistency reasons, as we
will see a bit later.
## assign rule definitions to lists
depth_fill <- list(X$depth_int)
age_fill <- list(21000 - 10000 / X$depth_int)

## plot age-depth relationship
plot(

x = age_fill[[1]],
y = depth_fill[[1]],
type = "l",
ylim = rev(range(depth_fill[[1]])))
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## add age definition
gleina <- set_Rule(

book = gleina,
parameter = "age",
value = age_fill,
depth = depth_fill)

Likewise, we can use the empirically determined age-depth relationship obtained from the luminescence-dating
analysis of this sediment section (Zech et al., 2017). We simply overwrite the parameter age_fill with the real
(interpolated) age data.
## assign rule definitions to lists
age_fill <- list(X$age_int)

## plot age-depth relationship
plot(

x = age_fill[[1]],
y = depth_fill[[1]],
type = "l",
ylim = rev(range(depth_fill[[1]])))
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This rule definition can now be added to the rule book, to the appropriate parameter age:
## add age definition as rule
gleina <- set_Rule(

9



book = gleina,
parameter = "age",
value = age_fill,
depth = depth_fill)

In a similar way, we can now also add rules for the relative contribution of grain populations with depth, i.e.,
our end-member scores from EMMA above, which have already been added to the empirical Gleina data set.
Note that the three end-member lists are organised in another list. This hierarchic nesting must be maintained
throughout.
## assign rule definitions to lists
EM_contr_fill <- list(

list(X$EM_1),
list(X$EM_2),
list(X$EM_3))

## add population contribution with depth
gleina <- set_Rule(

book = gleina,
parameter = "population",
value = EM_contr_fill,
depth = depth_fill)

Once on that road, we may also add rules of grain-size distribution with depth, this time defined by means
and standard deviations for each population. Now, it becomes clear why we have used nested lists for these
definitions.

Note that we define the population-specific grain-size distributions as constant with depth, i.e., we repeat the
respective values for each depth value. The grain size is given in phi-units, according to the means and standard
deviations as defined by fitting the EMMA results above. Hence, one may also define population grain sizes that
change gradually with depth. Finally, we also define packing densities of 0.7, which are also constant with depth.
In sedimentary environments, one may assume that packing density increases with depth, but we keep things
simple here.
## get number of samples in interpolated data set
n <- nrow(X)

## assign rule definitions to lists
EM_gsd_fill <- list(

list(mean = rep(6.38, n),
sd = rep(0.9, n)),

list(mean = rep(4.69, n),
sd = rep(0.5, n)),

list(mean = rep(4.29, n),
sd = rep(0.5, n)))

EM_packing_fill <- list(
list(mean = rep(0.7, n),

sd = rep(0.01, n)),
list(mean = rep(0.7, n),

sd = rep(0.01, n)),
list(mean = rep(0.7, n),

sd = rep(0.01, n)))

EM_density_fill <- list(
list(mean = rep(2.5, n),

sd = rep(0.01, n)),
list(mean = rep(2.5, n),

sd = rep(0.01, n)),
list(mean = rep(2.5, n),

sd = rep(0.01, n)))
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## add population contribution with depth
gleina <- set_Rule(book = gleina,

parameter = "grainsize",
value = EM_gsd_fill,
depth = depth_fill)

gleina <- set_Rule(book = gleina,
parameter = "packing",
value = EM_packing_fill,
depth = depth_fill)

gleina <- set_Rule(book = gleina,
parameter = "density",
value = EM_density_fill,
depth = depth_fill)

This is it. We have defined a rule book describing a synthetic sediment section, based on empirical data. Note
that we need to define at least these crucial rules in almost all cases: age, population, grainsize, packing.
We can now “harvest” our efforts and sample the sediment section.
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3 Sampling a sediment section
Taking a sample in 'sandbox' is performed by the function make_Sample(). Like in real life, we will need
to find a suitable sample container first. Currently, 'sandbox' supports cuboids (geometry = "cuboid") and
cylinders (geometry = "cylinder") as sample containers:

• cuboids are defined by their height, width and length,
• cylinders by their radius and length.

In addition, we will need to specify the sampling depth with respect to the centre of the sampling container,
and of course, the rule book that describes the sediment section we wish to sample. In the example below, we
take one sample from 3.5 m depth, using a cuboid container of 5 cm height and width and a length of 100
micrometers. Note that sampling a virtual section is super efficient, so there is no need to take more material
than we would need to get the information we want to get from it. However, note that large sample volumes for
fine-grained materials will result in enormous amounts of individual grains. This may bring computers to their
limits in terms of data handling. It is, therefore, wise to start with small sample volumes and increase them if
needed. Overall, taking samples is the most time-consuming step in the 'sandbox' workflow routine.

Note: 'sandbox' applies parallel processing to speed up the process of sampling our virtual sediment section; if
multiple cores are available!
## set random seed to keep
## this example reproducible
set.seed(2021)

## take a sample
sample_01 <- make_Sample(

book = gleina,
depth = 3.5,
geometry = "cuboid",
height = 0.05,
width = 0.05,
length = 0.0001)

## inspect object structure
str(sample_01)

## 'data.frame': 6741641 obs. of 8 variables:
## $ grains : num 1 2 3 4 5 6 7 8 9 10 ...
## $ d_sample : num 3.5 3.51 3.49 3.52 3.49 ...
## $ population: num 2 1 1 2 1 1 1 1 1 2 ...
## $ age : num 23793 23797 23787 23802 23786 ...
## $ population: num 0.441 0.555 0.569 0.455 0.569 ...
## $ grainsize : num 4.35 6.49 5.56 4.21 6.65 ...
## $ packing : num 0.699 0.695 0.693 0.711 0.695 ...
## $ density : num 2.51 2.49 2.51 2.5 2.51 ...
## - attr(*, "package")= chr "sandbox"

When we take a look at what we have sampled, we see that the created object contains 6741641 individual
grains, each described by a grain ID (grains), depth (d_sample), population ID (population, note the second
population entry, which is a computational reference and can be ignored), true depositional age (age), grain
diameter (grainsize), packing density (packing) and specific density (density). We could now go ahead and
inspect for example the grain-size distribution or the age distribution:
par(mfrow = c(1,2))

## plot a histogram of the single grain ages
hist(x = sample_01$age, main = "Age", xlab = "Years")

## plot a density estimate plot of the grain-size distribution
plot(density(x = sample_01$grainsize),

main = "Grain size",
xlab = "phi")
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As expected for a homogeneous sample covering a 5 cm depth interval with an almost constant deposition rate at
that scale, the age histogram is nearly flat because of nearly uniform age distribution, biased only slightly due to
the change in deposition rate picked up by the container’s vertical extent. In contrast, the kernel density estimate
of the grain-size distribution is bimodal. This is also as expected for a depth interval where end-members 1 (6.38
phi ~ 12 µm) and 2 (4.69 phi ~ 38.7 µm) dominate the contribution levels.

3.1 Adding further parameters/rules to pursue specific research questions
We can also add further rules to define grain parameters to pursue other research questions. For example, we
can add major element concentrations or the pH value from the Gleina section data set. To add further rules, we
need the function add_Rule(). There, we need to select the rule book we want to modify, provide a name (e.g.,
pH), decide whether the new rule is a general one (valid for all grains) or a specific one (the same only within
populations). We also need to specify how the pH value shall vary, for example, uniformly, and finally provide
the number of populations. We can check the changes, for example, by calling the names of the rule book entries.
gleina <- add_Rule(

book = gleina,
name = "pH",
group = "specific",
type = "uniform")

names(gleina)

## [1] "book" "age" "population" "grainsize" "packing"
## [6] "density" "pH"

As with the empty rule book from the section 2.1, this freshly added rule is also just a template that must be
filled. Thus, we follow the same workflow as before. We use the empirical pH values and allow for a uniform
scatter around the mean of 0.2.
## assign rule definitions to lists
pH_fill <- list(

list(min = X$pH - 0.2,
max = X$pH + 0.2),

list(min = X$pH - 0.2,
max = X$pH + 0.2),

list(min = X$pH - 0.2,
max = X$pH + 0.2))

## add pH value evolution with depth
gleina <- set_Rule(

book = gleina,
parameter = "pH",
value = pH_fill,
depth = depth_fill)
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And now, we can take a densely spaced sequence of small samples to inspect the pH value patterns with depth.
## set new random seed
set.seed(20212)

## define sampling interval
d_sample <- seq(from = 0.1, to = 10, by = 0.1)

## take a sample
sample_set <- lapply(X = d_sample, FUN = function(z) {

make_Sample(
book = gleina,
depth = z,
geometry = "cuboid",
height = 0.001,
width = 0.001,
length = 0.001)

})

## extract mean pH values
sample_set_pH <- vapply(sample_set, function(x) mean(x$pH), numeric(1))

## plot pH values with depth
plot(

x = sample_set_pH,
y = d_sample,
type = "b",
ylim = rev(range(d_sample)),
main = "pH vs depth")
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4 Further sample treatment routines
Usually, one will not work with the collected bulk sample material but instead, treat it into shape. Two typical
workflow steps will be sieving and sub-sampling (preparation of aliquots). These two processes are implemented
in 'sandbox', via the functions prepare_Sieving(), prepare_Subsample(), and prepare_Aliquot(). To
illustrate their usage, let us work with the bulk sample from above (sample_01).

Sieving with prepare_Sieving() requires specifying the sample to process and the sieve intervals in phi units.
As you may have noticed, a lot of the grain-size information in 'sandbox' needs to be provided in the phi scale.
To make it easier for users, there is a simple conversion function between metric and phi scales: convert_units(),
which we have already used above to convert the units for you.

To illustrate this, we use the following code block to convert metric sieve intervals to phi units and use these for
subsequent sieving. Note that we revert the order (sort) of the grain-size limits after converting the metric
to the phi-scale, because the sieve limits must be provided in ascending order. Further, we use a rectangular
density estimation kernel to avoid too many artefacts at the limits of the distribution.
## define grain-size limits in micrometres
lims <- c(20, 50)

## convert limits to phi scale
lims <- sort(convert_units(mu = lims))

## sieve sample
sample_01_sieved <- prepare_Sieving(

sample = sample_01,
interval = lims)

## plot sieved sample's grain-size distribution
plot(

density(sample_01_sieved$grainsize, kernel = "rectangular"),
main = "Grain size distribution, sieved sample",
xlab = "phi")
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Creating subsamples is a routine step in sediment analysis. Subsamples can be defined based on splitting the
bulk sample into equally large subsamples to reach a defined number. Likewise, subsamples may be created
based on a defined subsample volume or mass. These three approaches are available in 'sandbox'.
## create subsamples based on a fixed number of output samples
subsamples_number_sample_01_sieved <- prepare_Subsample(

sample = sample_01_sieved,
number = 10)
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length(subsamples_number_sample_01_sieved)

## [1] 10

## create subsamples based on a fixed subsample volume of a 2 mm sized cube
subsamples_volume_sample_01_sieved <- prepare_Subsample(

sample = sample_01_sieved,
volume = 0.002ˆ3)

length(subsamples_volume_sample_01_sieved)

## [1] 12

## create subsamples based on a fixed subsample weight of 0.1 mg
subsamples_weight_sample_01_sieved <- prepare_Subsample(

sample = sample_01_sieved,
weight = 10ˆ-7)

length(subsamples_weight_sample_01_sieved)

## [1] 1

A special kind of subsampling, primarily used in luminescence dating, is creating aliquots. Here, aliquots are
defined as grains mounted as grain monolayers on tiny disks of known diameter. The diameter is expressed in
mm. In addition, it is possible to set the grain packing density on the disk, which is by default set to 0.65.
aliquots_sample_01_sieved <- prepare_Aliquot(

sample = sample_01_sieved,
diameter = 10)
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5 Extension of the framework – the luminescence scope
The 'sandbox' framework is deliberately kept open to extending its functionality into different analytical
directions, such as geochemistry, sedimentology, or geochronology. One example of the latter scientific field is
luminescence dating. Scientists have contributed other R packages: 'Luminescence' (Kreutzer et al., 2012)
and 'RLumModel' (Friedrich et al., 2016), for example. For a seamless interaction with these other packages,
'sandbox' has been adopted to support keywords that create grain parameters required to efficiently integrate
related functions.

Here, we illustrate how 'sandbox' can be extended to create virtual sediment sections that contain all relevant
parameters to simulate the luminescence behaviour of grains following established models (Friedrich, 2018).
Hence, these virtual sections can be sampled. The resulting virtual luminescence measurements can be seamlessly
analysed with the R package 'Luminescence', following standard routines.

To create a rule book with all grain parameters relevant for luminescence modelling already defined, we use the
argument osl, providing it with a keyword that describes which luminescence model to follow, for example, osl
= "Bailey2001" (Bailey, 2001). Then, we can build the rules as in the example above, but simpler by setting
the depth from 0.5 m to 10.5 m in 1 m intervals. The true depositional age ranges linearly from 500 to 10,500
years. And, using the default settings for the 56 parameters of the Bailey (2001) model for bright grains, we can
set up our rule book at once. Note that these 56 parameters can also be explicitly defined manually, similar to
adding the pH value to the Gleina section. Likewise, the default parameter settings can be modified as needed
at any time, which is what we will do below this example here.
## get empty rule book
book_osl <- get_RuleBook(

book = "empty",
osl = "Bailey2001")

## change age depth data
depth_true <- list(

seq(from = 0.5,
to = 10.5,
by = 1))

## get number of depth intervals
n_depth <- length(depth_true[[1]])

## set true age
age_true <- list(

seq(from = 0,
to = 10500,

length.out = n_depth))

## set grain-size distribution
gsd_osl <- list(

list(mean = rep(2.5, n_depth),
sd = rep(0.05, n_depth)))

## set dose rate
mean_dose_rate_natural <- 0.004
sd_dose_rate_natural <- 0.001
drate_osl <- list(

list(mean = rep(mean_dose_rate_natural, n_depth),
sd = rep(sd_dose_rate_natural, n_depth)))

## update rule book with true age and depth definition
book_osl <- set_Rule(

book = book_osl,
parameter = "age",
value = age_true,
depth = depth_true)
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## update rule book with default luminescence model parameters
book_osl <- set_Rule(

book = book_osl,
parameter = "Bailey2001",
depth = depth_true)

book_osl <- set_Rule(
book = book_osl,
parameter = "grainsize",
value = gsd_osl,
depth = depth_true)

book_osl <- set_Rule(
book = book_osl,
parameter = "osl_doserate",
value = drate_osl,
depth = depth_true)

Now, we can take a sample from this sediment section at 2 m depth, plot the distribution shape of its grain
size, and prepare aliquots of the grains. We assume here that the sample purely contains quartz grains of
predominantly fine sand (mode around 2.5 phi).
## set seed for reproducibility
set.seed(2021)

## take a sample (diameter 1 cm, length 1 cm)
sample_osl <- make_Sample(

book = book_osl,
depth = 2,
geometry = "cylinder",
radius = 0.005,
length = 0.01)

While the next step might be difficult for natural sediment profiles, with 'sandbox' we can have a look into the
expected distribution of grain sizes and even the true deposition ages of all sampled grains.
## plot size distribution density of the sampled grains
par(mfrow = c(1,2))
plot(density(x = sample_osl$grainsize), main = "Grain size", xlab = "phi")
plot(density(x = sample_osl$age), main = "OSL age", xlab = "Age [a]")
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In other words, our sample covers a grain-size range of 151-206 µm and the expected depositional age range is
(1570:1580) years.

In the next step, we can split our sample into single aliquots with multiple grains on it.
## make aliquots of sample
sample_osl_aliquots <- prepare_Aliquot(

sample = sample_osl,
diameter = 15)

The resulting preparation step yields 73 aliquots of 15 mm diameter. This would be a quite wealthy yield for an
empirical scientist. The 15 mm diameter was chosen for illustrative reasons and to reduce the computation time,
it does not necessarily match typically used aliquot discs in luminescence laboratories.

Now, we are ready to simulate the OSL measurements using the luminescence model parameters. The measure-
ments use the capabilities of the package 'RLumModel', specifically the function RLumModel::model_LuminescenceSignals().
Other protocols may be added to the package during subsequent development stages. The 'RLumModel'
functionality has been wrapped into a convenience function of 'sandbox' called measure_SAR_OSL(). For
details about the workflow in 'RLumModel' see the package manual and vignettes in Friedrich et al. (2021).

Note: The here chosen protocol parameters are arbitrary, and for illustrative reasons only. It is up to the reader,
you, to play with more parameters to simulate various effects.
## define SAR measurement sequence
## the first reg dose is zero, the 'natural' dose
sequence <- list(
RegDose = c(0, 1, 2, 5, 10, 0, 1),
TestDose = 2,
PH = 220,
CH = 200,
OSL_temp = 125,
OSL_duration = 70)

## measure all aliquots in a row
sar_all <- measure_SAR_OSL(

aliquot = sample_osl_aliquots,
sequence = sequence,
dose_rate = 0.1)

So far, so good. We have virtually measured many quartz grain aliquots, generated the necessary shine-down
curves, and have created output that can be directly used in the R package 'Luminescence', just as if we had
imported a BINX-file from a real luminescence reader. These imported data can now be analysed with standard
procedures. The SAR-CWOSL function and the resulting OSL age distribution can be visualised.

Below, as example, we show the resulting shine-down curves for the first aliquot, to ensure that integration
limits and dose points were set appropriately.

Note: We did not simulate TL curves for the preheat, hence such curves can not be plotted.
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Now, after having confirmed the settings, we can run the analysis for the full dataset without plot and terminal
output for all 73 aliquots.
# process measurement file
D_e <- Luminescence::analyse_SAR.CWOSL(

object = sar_all,
signal.integral.min = 1,
signal.integral.max = 7,
background.integral.min = 301,
background.integral.max = 401,
dose.points = dose_points,
verbose = FALSE,
plot = FALSE)

The luminescence age is the is calculated in the conventional way by dividing the equivalent dose (De, in Gy) by
the natural dose rate (Ḋ in Gy/a) (here: 0.004). For the example and for convenience reasons we assume the
uncertainty of the source rate to be 0.
age <- D_e$data[,c("De", "De.Error")] / mean_dose_rate_natural

## plot age distribution
Luminescence::plot_AbanicoPlot(

data = age,
summary = c("n", "mean", "sd.abs"),
zlab = "Age [a]",
zlim = c(1300,1500))
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The results show that we ended up with an age range as somewhat expected. However, (1) the ages are
younger than expected, perhaps the selected model and its parameters was not the best, and (2) the individual
uncertainties are unrealistically small. Both issues leave a lot of room for further simulations, which are beyond
the scope of this document.
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6 Repository of the code used to generate the article figures
The R code in the following sections is just a one to one copy of the material used to produce the figures in the
main article. The code is provided here for the sake of transparency and reproducibility. It is not intended to be
a tutorial-like document. In addition, some of the figures produced in this section have been modified later, to
homogenise its layout.

6.1 Summary of the Gleina section parameterisation

## load the measurement data of the Gleina loess section
X <- read.table(

file = "gleina_interpolated.txt",
sep = "\t",
header = TRUE)

## convert depth from cm to m
X$depth_int <- X$depth_int / 100

## get number of samples in interpolated data set
n <- nrow(X)

## create empty rule book
gleina <- get_RuleBook(book = "empty")

## add a further population
gleina <- add_Population(

book = gleina,
populations = 2)

## assign rule definitions to lists
depth <- list(X$depth_int)
age <- list(X$age_int)

## add age definition
gleina <- set_Rule(

book = gleina,
parameter = "age",
value = age,
depth = depth)

## assign rule definitions to lists
em_scores <- list(

list(X$EM_1),
list(X$EM_2),
list(X$EM_3))

## add population contribution with depth
gleina <- set_Rule(

book = gleina,
parameter = "population",
value = em_scores,
depth = depth)

## define population's grain-size distributions
EM_gsd <- list(

list(mean = rep(6.38, n),
sd = rep(0.9, n)),

list(mean = rep(4.69, n),
sd = rep(0.5, n)),

list(mean = rep(4.29, n),
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sd = rep(0.5, n)))

gleina <- set_Rule(
book = gleina,
parameter = "grainsize",
value = EM_gsd,
depth = depth)

## define packing density distributions
EM_packing <- list(

list(mean = rep(0.7, n),
sd = rep(0.01, n)),

list(mean = rep(0.6, n),
sd = rep(0.01, n)),

list(mean = rep(0.5, n),
sd = rep(0.01, n)))

gleina <- set_Rule(
book = gleina,
parameter = "packing",
value = EM_packing,
depth = depth)

## define specific grain density distributions
EM_density <- list(

list(mean = rep(2.65, n),
sd = rep(0.01, n)),

list(mean = rep(2.65, n),
sd = rep(0.01, n)),

list(mean = rep(2.65, n),
sd = rep(0.01, n)))

gleina <- set_Rule(
book = gleina,
parameter = "density",
value = EM_density,
depth = depth)

6.2 Test effect of sample container geometry on age uncertainty

## set random seed for reproducibility
set.seed(2021)

## cylinder
sample_cylinder <- make_Sample(

book = gleina,
depth = 5,
geometry = "cylinder",
radius = 0.005,
length = 0.001)

## cubiod
sample_cube <- make_Sample(

book = gleina,
depth = 5,
geometry = "cuboid",
height = 0.01,
width = 0.01,
length = 0.0008)
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## larger cubiod with
sample_cuboid_2 <- make_Sample(

book = gleina,
depth = 5,
geometry = "cuboid",
height = 0.005,
width = 0.02,
length = 0.0008)

sample_cuboid_4 <- make_Sample(
book = gleina,
depth = 5,
geometry = "cuboid",
height = 0.0025,
width = 0.04,
length = 0.0008)

sample_cuboid_8 <- make_Sample(
book = gleina,
depth = 5,
geometry = "cuboid",
height = 0.00125,
width = 0.08,
length = 0.0008)

par(mfrow = c(3,2))

## set list with objects to plot
o <- list(

cylinder = sample_cylinder,
cube = sample_cube,
cuboid_2 = sample_cuboid_2,
cuboid_4 = sample_cuboid_4,
cuboid_8 = sample_cuboid_8)

for (i in names(o))
hist(x = o[[i]]$age, main = i)

## calculate statistical values
df <- data.frame(

SAMPLE = names(o),
MEAN = vapply(o, function(x) mean(x$age), numeric(1)),
SD = vapply(o, function(x) sd(x$age), numeric(1)))

hist(x = sample_cylinder$age)

mtext(side = 3, paste(
"mean =", round(mean(sample_cylinder$age), 1),
", sd =", round(sd(sample_cylinder$age), 1)

), cex = 0.8)
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knitr::kable(df)

SAMPLE MEAN SD
cylinder cylinder 25710.83 3.6554292
cube cube 25710.83 4.2264061
cuboid_2 cuboid_2 25710.83 2.1115965
cuboid_4 cuboid_4 25710.83 1.0556041
cuboid_8 cuboid_8 25710.83 0.5275794

6.3 Test effect of sample container size and deposition rate on age uncertainty

##set random seed for reproducibility
set.seed(2021)

## set parameters
depth_sample <- seq(from = 10, to = 1, by = -1)
diameter_sample <- c(0.005, 0.01, 0.02, 0.03, 0.05, 0.07, 0.1, 0.2, 0.3, 0.5)
length_sample <- 1e-08 / (pi * (diameter_sample / 2)ˆ2)

deposition_rate <- diff(depth_fill[[1]]) / diff(age_fill[[1]]) * 1000
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parameter_set <- data.frame(
depth = rep(depth_sample, length(diameter_sample)),
diam = rep(diameter_sample, each = length(depth_sample)),
length = rep(length_sample, each = length(depth_sample)))

age_set <- lapply(1:length(sample_set), function(i) {
sample_i <- make_Sample(

book = gleina,
depth = parameter_set$depth[i],
geometry = "cylinder",
radius = parameter_set$diam[i] / 2,
length = parameter_set$length[i])

sample_i$age
})

age_scatter_abs <- vapply(X = age_set, FUN = sd, numeric(1))
age_scatter_rel <- vapply(X = age_set, FUN = function(x) {

sd(x) / mean(x) * 100}, numeric(1))

age_scatter_abs_mat <- matrix(unlist(age_scatter_abs), ncol = 10)
age_scatter_rel_mat <- matrix(unlist(age_scatter_rel), ncol = 10)

par(mfrow = c(1,3))
fields::image.plot(

x = diameter_sample,
y = -depth_sample,
z = log(t(age_scatter_abs_mat)),
log = "x")

plot(x = depth_fill[[1]][-1], y = deposition_rate, type = "b")
plot(x = depth_fill[[1]], y = age_fill[[1]], type = "b")
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6.4 Test effect of size-dependent age inheritence

## copy rule book
gleina_2 <- gleina

## add inheritance rule
gleina_2 <- add_Rule(

book = gleina_2,
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name = "inherited",
group = "specific",
type = "uniform")

## assign rule definitions to lists
inherited <- list(

list(min = rep(0, n),
max = rep(200, n)),

list(min = rep(0, n),
max = rep(200, n)),

list(min = rep(0, n),
max = rep(5000, n)))

## add population contribution with depth
gleina_2 <- set_Rule(

book = gleina_2,
parameter = "inherited",
value = inherited,
depth = depth_fill)

## sample the section
depth_2 <- seq(from = 1, to = 10, by = 0.5)
sample_set_2 <- vector(

mode = "list",
length = length(depth_2))

for (i in 1:length(sample_set_2)) {
sample_set_2[[i]] <- make_Sample(

book = gleina_2,
depth = depth_2[i],
geometry = "cylinder",
radius = 0.01,
length = 0.00005)

}

## make sieve fractions, commonly used limits
set_2_080_200 <- lapply(

X = sample_set_2,
FUN = prepare_Sieving,
interval = convert_units(mu = c(80, 200)))

set_2_004_011 <- lapply(
X = sample_set_2,
FUN = prepare_Sieving,
interval = convert_units(mu = c(4, 11)))

## make sieve fractions, EMMA-based limits
set_2_em1 <- lapply(

X = sample_set_2,
FUN = prepare_Sieving,
interval = convert_units(mu = c(144, 89)))

set_2_em2 <- lapply(
X = sample_set_2,
FUN = prepare_Sieving,
interval = convert_units(mu = c(23, 29)))

set_2_em3 <- lapply(
X = sample_set_2,
FUN = prepare_Sieving,
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interval = convert_units(mu = c(3, 7)))

## get mean true ages
age_080_200 <- unlist(x = lapply(X = set_2_080_200, FUN = function(x) {mean(x$age)}))
age_004_011 <- unlist(x = lapply(X = set_2_004_011, FUN = function(x) {mean(x$age)}))
age_em1 <- unlist(x = lapply(X = set_2_em1, FUN = function(x) {mean(x$age)}))
age_em2 <- unlist(x = lapply(X = set_2_em2, FUN = function(x) {mean(x$age)}))
age_em3 <- unlist(x = lapply(X = set_2_em3, FUN = function(x) {mean(x$age)}))

## get mean inherited ages
inh_080_200 <- unlist(x = lapply(X = set_2_080_200, FUN = function(x) {mean(x$inherited)}))
inh_004_011 <- unlist(x = lapply(X = set_2_004_011, FUN = function(x) {mean(x$inherited)}))
inh_em1 <- unlist(x = lapply(X = set_2_em1, FUN = function(x) {mean(x$inherited)}))
inh_em2 <- unlist(x = lapply(X = set_2_em2, FUN = function(x) {mean(x$inherited)}))
inh_em3 <- unlist(x = lapply(X = set_2_em3, FUN = function(x) {mean(x$inherited)}))

## generate plot of classic coarse grain ages
par(mfcol = c(1, 2))
plot(x = age_080_200,

y = -depth_2,
col = "grey",
pch = 20)

for (i in 1:length(age_080_200)) {
lines(x = c(age_080_200[i],

age_080_200[i] + inh_080_200[i]),
y = c(-depth_2[i], -depth_2[i]),
col = "grey")

}

points(
x = age_080_200 + inh_080_200,
y = -depth_2,
col = 1,
pch = 20)

plot(
x = inh_080_200,
y = -depth_2,
type = "l")

par(new = TRUE)
plot(

x = X$EM_3[3:39],
y = -X$depth_int[3:39],
type = "l",
col = 2,
ann = FALSE,
axes = FALSE)

axis(side = 3)
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## generate plot of classic fine grain ages
par(mfcol = c(1, 2))
plot(

x = age_004_011,
y = -depth_2,
col = "grey",
pch = 20)

for (i in 1:length(age_004_011)) {
lines(x = c(age_004_011[i],

age_004_011[i] + inh_004_011[i]),
y = c(-depth_2[i], -depth_2[i]),
col = "grey")

}

points(
x = age_004_011 + inh_004_011,
y = -depth_2,
col = 1,
pch = 20)

plot(
x = inh_004_011,
y = -depth_2,
type = "l")

par(new = TRUE)
plot(

x = X$EM_3[3:39],
y = -X$depth_int[3:39],
type = "l",
col = 2,
ann = FALSE,
axes = FALSE)

axis(side = 3)
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## generate plot of EM1 ages
par(mfcol = c(1, 2))
plot(x = age_em1,

y = -depth_2,
col = "grey",
pch = 20)

for (i in 1:length(age_em1)) {
lines(x = c(age_em1[i], age_em1[i] + inh_em1[i]),

y = c(-depth_2[i], -depth_2[i]),
col = "grey")

}
points(x = age_em1 + inh_em1,

y = -depth_2,
col = 1,
pch = 20)

plot(x = inh_em1,
y = -depth_2,
type = "l")

par(new = TRUE)
plot(x = X$EM_3[3:39],

y = -X$depth_int[3:39],
type = "l",
col = 2,
ann = FALSE,
axes = FALSE)

axis(side = 3)
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## generate plot of EM2 ages
par(mfcol = c(1, 2))
plot(x = age_em2,

y = -depth_2,
col = "grey",
pch = 20)

for (i in 1:length(age_em2)) {
lines(x = c(age_em2[i], age_em2[i] + inh_em2[i]),

y = c(-depth_2[i], -depth_2[i]),
col = "grey")

}
points(x = age_em2 + inh_em2,

y = -depth_2,
col = 1,
pch = 20)

plot(x = inh_em2,
y = -depth_2,
type = "l")

par(new = TRUE)
plot(x = X$EM_3[3:39],

y = -X$depth_int[3:39],
type = "l",
col = 2,
ann = FALSE,
axes = FALSE)

axis(side = 3)
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## generate plot of EM3 ages
par(mfcol = c(1, 2))
plot(x = age_em3,

y = -depth_2,
col = "grey",
pch = 20)

for (i in 1:length(age_em3)) {
lines(x = c(age_em3[i], age_em3[i] + inh_em3[i]),

y = c(-depth_2[i], -depth_2[i]),
col = "grey")

}
points(x = age_em3 + inh_em3,

y = -depth_2,
col = 1,
pch = 20)

plot(x = inh_em3,
y = -depth_2,
type = "l")

par(new = TRUE)
plot(x = X$EM_3[3:39],

y = -X$depth_int[3:39],
type = "l",
col = 2,
ann = FALSE,
axes = FALSE)

axis(side = 3)
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