=> We thank the reviewer for their positive assessment of our work. We have responded
to the raised issues below, where the original comments are in grey font and the
responses in black prefaced by an arrow.

Summary

Over the past two decades, two groundbreaking luminescence new dating techniques have
emerged: infrared radiofluorescence (IR-RF) on feldspar specimens and infrared
photoluminescence (IR-PL). Although IR-RF is the older method, it has only recently gained
more adoption. Since the introduction of IR-PL, there has been ongoing debate regarding its
superiority over IR-RF. The primary advantage of both techniques lies in their ability to
measure the charge density of a principal trap. This measurement provides a more direct
estimate of the accumulated dose.

The manuscript presents in essence a long-overdue systematic comparison of IR-RF and IR-
PL that should have been done long ago on a set of samples. The present contribution goes
even beyond as it also re-analysed older results from a study that has questioned the reliability
of IR-RF.

The approach is systematic, and the manuscript is carefully prepared. It takes a somewhat
neutral standpoint, although most of the tests are clearly related to IR-RF. Nevertheless, what
is refreshing is that it does not claim superiority of one method over the other but tries to point
out differences and challenges where applicable.

The manuscript clearly aligns with the scope of Geochronology and should be published.

I have only a few general remarks and more minor technical comments, but I am
confident that they can be addressed by the study authors easily.

General remarks

e The manuscript is generally well-structured and well-written, with most sections being
easy to read. However, | had the impression that the authors added more experiments
along the way and somewhat forgot the original purpose of the manuscript. While this
is common, | suggest that the authors revise the introduction to make it easier for
readers by clearly marking hypotheses that can be quantified and tested. For instance,
the title suggests a straightforward comparison of IR-RF and IRPL, but the study then
presents a diverse range of tests (including pIRIR measurements). In other words, the
study lacks some rigour and could benefit from a little streamlining.

=> We have included the IRSL/pIRIR aspect in the introduction, though we highlight that
these results are taken directly from the IRPL protocol of Kumar et al. (2021) and not
measured separately. Though our focus was on the IRPL results, we chose to also
report the IRSL ones, since we had the data.

= We have also rephrased the last paragraph of the introduction to make the hypotheses
more explicit.



= We agree that the IR-RF MAR results are preliminary and that more work still needs
to be done. However, we believe that testing a MAR approach follows logically from
the reported issue of uncorrected sensitivity changes in the SAR. We have chosen to
retain the section to serve as a motivation for future research. We state in the
conclusion that the MAR results are preliminary and have now expanded on the
reasons behind the inclusion of a MAR approach in the introduction, so it does not
appear as unexpectedly.

=> Agreed, we have removed the detailed descriptions from the main text and kept the
results in Fig. S6 and Table 4.

= We have added the dose rate calibration details used for the new measurements. For
the data from Buylaert et al. (2012), the dose rate used for each aliquot is provided in
the Zenodo dataset under ‘RLanalyse De.csv’.

=>» The stated uncertainties for our mean De estimates are the standard error of the mean.
This metric was chosen to remain comparable with the work of Buylaert et al. (2012)
and the independent ages reported therein, whose uncertainties according to their
Table S1 represent one standard error. In the few cases in which the standard error of
the mean was below the channel length (10 s, approximately 0.6 Gy), we considered
the channel length as the mean De uncertainty because that is the limit of our
resolution. We have added this information to section 2.3. To avoid confusion, we
have removed the De estimate of one aliquot from the caption of Fig. 1, whose
uncertainty (the standard deviation of a Monte Carlo simulation of the De distribution
bootstrapping the residuals of the curves after sliding) was not used for later
calculations.



Minor comments

L37: Because you explain basics, you should also addd a suitable reference for IRSL

=> Agreed, we have added a reference.

L38: The reference to Krbetschek et al. (2000) seems incorrect. The authors wrote
"Fading tests (storage over periods of several months at room temperature) have
shown signal stability." Krbetschek et al. (2000, p. 497). They further stated: "Further
investigation is necessary to ascertain what this tells us about the mean life of the trap
population™ (2000, p. 497). They did not write anything about "lower anomalous
fading rates". They wrote about signal stability and the mean life(time) of the trap
population. This implies that they meant the thermal not the athermal lifetime.

We interpreted the result of “signal stability” (Krbetschek et al., 2000; p. 497)
obtained from the fading test as a fading rate consistent with zero, which is lower than
the usual non-zero rates obtained for IRSL. In any case, we have rephrased this
sentence to “a more athermally stable signal”.

L46: Technically, the sliding approach goes back to Prescott et al. (1993) (or even
earlier) under the name "Australian slide". Buylaert et al. (2012) describe horizontal
sliding in their Fig. 4; the method/tool is described in Lapp et al. (2012) where they
describe a time-shift. Kreutzer et al. (2017) (see also in Murari et al. 2018) first used
the approach; Murari et al. (2018) formally introduced it. However, Buylaert et al.
(2012) indeed mention horizontal and vertical adjustments, but it is unclear what their
conclusion was and why they did not test it. But | agree, credit should be given to
them because they mention the idea.

=> Agreed, we have rephrased and added the reference Kreutzer et al. (2017).

L86-L95: This paragraph is very muddled. You start re-analysing 16 samples but
present 10 new IR-RF and then again "eight samples originally used"”. Please rephrase
to improve readability or make a list for your experiments or a workflow graph.

=> We have rephrased the paragraph and added a supplementary overview figure showing

how our chosen set of samples relates to those measured in previous studies for
clarification.

L86-L95: The introduction should explicitly state a research hypothesis that will be
tested in the contribution, rather than presenting a list of experiments that may or may
not yield a specific outcome; some of them even unrelated to the study title.



=>» The hypothesis behind each of the tests is that varying that parameter will lead to more
accurate IR-RF De values. We have rephrased the final paragraph of the introduction
to clarify this and name the tested parameters, e.g., the use of the vertical slide, the
length of the natural dose curve used for sliding, the number of rejected initial
channels, the detection window and the type of bleach between the natural and
regenerative dose curve measurements.

=>» We have commented on this issue in section 2.1, but since all samples expected to be
in the dating range received the same treatment, we do not expect etching to affect our
conclusions.

= We have added the dose rate calibration details for the missing readers used for the
new measurements.

=>» We have now corrected all measurements taken from Buylaert el al. (2012) using the
8.25% value suggested by Autzen et al. (2022). We also used this value to correct the
control ages that had been estimated using OSL.

=> We did not state the number of rejected channels here in the methods section because
this was a parameter we varied. We have added a sentence stating that between 0 and
499 channels were ignored, which will be detailed in a later section. In Table 4, where
we present results from the optimal tested parameter combination, we detail in the
caption that 2 Gy were removed. We have added the number of ignored channels to
the caption of Table 4 as well as to the discussion.



= We now refer to the initial rise results from Frouin et al. (2017).

=> We used a double exponential to be able to directly compare our results with those
from Kumar et al. (2021). We do not expect that a GOK model would change the
results significantly.

= We have added example De distributions (850/40 nm filter) as a supplementary figure.

=> We have checked the suggested investigation by Frouin et al. (2017), who undertook an
analysis of incrementally increasing the segment length up to 100 channels (horizontal
slide). Our results are compatible with those presented there when we apply only the
horizontal slide, as shown below for sample H22553 (always rejecting the first 4
channels). Looking only at the initial 100 channels (Fig. inset), it appears that a plateau
is reached after 60 channels (~36 Gy). However, if continuing the analysis, the mean De
rises again and continues to change until ~2500 channels (~1500 Gy), then reaching a
plateau, which extends until at least 3000 channels (~1800 Gy). The early plateau is
reached here at a similar dose as in the study of Frouin et al. (2017), who report >40
channels (~30 Gy with their 0.7 Gy/channel) are needed to reach a De plateau. Overall,
it seems that a segment length of <100 channels does not yet tell the whole story. We
now refer to the results from Frouin et al. (2017) in a new section “Considerations on
the IR-RF DRC”.
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To answer whether the channel length or dose is the more relevant measure, we have
re-measured one aliquot of sample 072255 changing the channel length from 10 s to 1
s. These settings serve as a proxy to running the sequence on a reader with a dose rate
10x lower. As shown below, the mean D follows the same pattern when looking at
the dose (panel a), but not so when looking only at the channels (panel b). This
suggests that the cause of the pattern is a dose-dependent characteristic. We have
added the number of channels in some key places in the manuscript for
reproducibility, but highlight that users would need to adjust measurement parameters
(e.g., curve length) to obtain equivalent results when using devices with different dose
rates.
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=>» See comment above on the issue of channels vs. dose.

=> We have tested the reviewer’s suggestion of running the segment length comparison
incrementally adding one channel as opposed to our original approach of selecting six
segment lengths. Results from one sample are shown below for (a) horizontal and (b)
horizontal and vertical slide. Despite testing with a relatively long natural dose curve
of 1800 Gy (3000 channels), we do not yet see a De plateau with the horizontal and
vertical slide. In fact, there is an initial decrease (possibly related to the sliding
algorithm) and then an increase. For this sample, the De is beginning to stabilize
around 1800 Gy, but for other samples the increase is still significant at the same
segment length. We have chosen six segment lengths (including a new one not
investigated in the original manuscript) that cover the range of likely De values
(magnification of the region of interest given in the inset). The chosen lengths are also
shown in the figure below (coloured points).
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= We meant that it is a coincidence that when not rejecting any initial channels the
expected dose is obtained. The agreement should be considered to be an analytical
artefact (due to the initial rise always being at the start of the curves) and not evidence
of accuracy. For this reason, we recommend always rejecting initial channels even
though that leads to a worse accuracy in the case of the modern samples. We have re-
phrased the sentence for clarity.



=> We did not recommend rejecting 35 Gy, instead, since for some samples the De is not
stable when rejecting more than ~35 Gy, no more than that should be rejected. In fact,
for most samples, rejecting much less is sufficient, as evidenced at the end of this
sentence, where we state we rejected only ~2 Gy. We have rephrased for clarity.

= We were referring to the room temperature RF measurements of Buylaert et al. (2012),
but we have removed the indication of temperature in the sentence for simplicity.

=> Agreed, added to discussion.

= Agreed and removed, though we added a sentence on previous K-feldspar MAR
studies.

=> Added as supplementary figure.

=> We have added the requested information and a note on the channels used for sliding
to the caption. In this case, the initial 4 channels were discarded for sliding. Since the
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aim of this figure was to introduce the sliding procedure to readers unfamiliar with it,
for simplification, we did not use different colours for the discarded channels. The
concept of rejecting certain channels is later introduced graphically in Fig. S4.

We have changed Fig. 2 using colours to distinguish the samples but have retained a
method-based colour scheme in Fig. 5, since the number of samples is lower there,
allowing them to be distinguished by their dose (or by comparison with the new figure
version).

Given the relatively long segments we are working with, we don’t expect the observed
differences in De to be caused by the sliding algorithm (in which case the number of
channels might be the primary parameter), but to represent true sample characteristics
related to the dose-response, i.e., irrespective of channel length or reader dose rate.
See also our reply to the comment on line 215. However, for completion, we have
added the number of channels to the caption.

This figure is intended to be descriptive and helpful for readers who prefer a visual
representation rather than, e.g., tabular data presentation. The main messages
described in section 3.3 are (i) depending on the segment used for sliding, there can be
variation in the resulting mean Deand (ii) this behaviour is sample-dependent. The
wider implications are then summarized in Fig. 9: for samples with small changes in
De, the conventional SAR approach can be expected to yield accurate De values. We
have added a second panel to Fig. 9 summarizing the change in De for increasing
segment lengths.

We have added a figure using the APh-IRPLgso results in the x-axis.

We have tested the relative residual comparison suggested by the reviewer (for the
non-modern samples that have expected ages). The distributions are relatively similar
for the three methods, however, we believe that the sample size is too small to reach a
definitive conclusion especially considering possible dose-dependent differences. For
this reason, we would not include it in the manuscript but only in the supplement.



=> We agree with the reviewer that the equivalent comparison would also include the
integration values for IRPL/IRSL, but also think that this inclusion would make the
already complex figure somewhat convoluted. We included the grey bands to
highlight the subjectivity of our chosen number of channels, which we show in section
3.3 to have a significant effect for some samples. As shown in Fig. 3f, increasing the
number of channels (until reaching ~1800 Gy) does not lead to a D. plateau and we
caution against the assumption that a higher number of channels will necessarily be
optimal for dating.

= We have added a legend showing the different signal segments.

=>» The residuals were added to Fig. S4 and S5.

=>» This figure only compares how results from two protocols plot against the expected
values: in panel (a) the IRPL protocol (which contains sequential IRSL and IRPL
steps) and (b) the IR-RF protocol. We have added a sentence to the caption to clarify
this. Our IRPL measurements were undertaken to increase the dataset presented by
Kumar et al. (2021), so we used their MET pIRIR-IRPL protocol. Since our study’s
focus is the comparison of IR-RF and IRPL, the IRSL De are not discussed in the main
text, but we show them in the supplement so as not to ignore the data.



=>» The expected ages and their associated uncertainties (standard error of the mean) are
taken directly from the papers in which they were dated, so we have kept them to
remain comparable with the previous work.

=>» The uncertainties of the De estimated in this work are the standard error of the mean,
which has been added to the caption. Whereas we agree that the t-distribution
confidence intervals would be statistically more accurate, we chose to retain the
standard error to stay comparable with the studies against which we compare our
results, i.e., Buylaert et al. (2009) and Kumar et al (2021). We have calculated the
confidence intervals for the main data set and confirm that the same samples match the
expected ages, so our conclusions are not affected by the choice of distribution. We
have also added the confidence intervals to the new KDE plots in the Supplement.
Since the number of aliquots are given for each estimated De, interested readers have
all the parameters to calculate confidence intervals for the other data sets.

=>» We have added to the caption that the uncertainties represent the standard error of the
mean. As for the suggested confidence intervals, see our response above.
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